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Housekeeping

* Please mute your phone lines, Do NOT put this call on hold

— press *6 to mute #6 to unmute your lines at anytime (or applicable
instructions)

+ Q&A
» Turn off any pop-up blockers
* Move through slides using # links on left or buttons

/ Download slides as
PPT or PDF
Gotoside1 | HO®OMNE @&
/ \ \ Submit comment or
Move back 1 slide Go to question

Go to seminar Report technical

I Move forward 1 slide I ||?:t homepage problems
slide

« This event is being recorded
* Archives accessed for free http://cluin.org/live/archive/

Although I’'m sure that some of you have these rules memorized from previous
CLU-IN events, let’s run through them quickly for our new participants.

Please mute your phone lines during the seminar to minimize disruption and
background noise. If you do not have a mute button, press *6 to mute #6 to unmute
your lines at anytime. Also, please do NOT put this call on hold as this may bring
delightful, but unwanted background music over the lines and interupt the seminar.

You should note that throughout the seminar, we will ask for your feedback. You do
not need to wait for Q&A breaks to ask questions or provide comments. To submit
comments/questions and report technical problems, please use the ? Icon at the top
of your screen. You can move forward/backward in the slides by using the single
arrow buttons (left moves back 1 slide, right moves advances 1 slide). The double
arrowed buttons will take you to 15t and last slides respectively. You may also
advance to any slide using the numbered links that appear on the left side of your
screen. The button with a house icon will take you back to main seminar page
which displays our agenda, speaker information, links to the slides and additional
resources. Lastly, the button with a computer disc can be used to download and
save today’s presentation materials.

With that, please move to slide 3.
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Single and Two Sample Hypotheses Testing
Approaches and Oneway ANOVA

http://www.epa.qgov/osp/hstl/tsc/software.htm




Focus of ProUCL 4.1 Webinar Il

» Focus of Webinar Il is to make participants familiar with
Statistical capabilities of ProUCL 4.1

» Emphasis will be placed on showing how to use ProUCL4.1 to:

- Perform Single and Two Sample Hypotheses tests on data sets with
nondetects (NDs) and without NDs

- Perform Oneway Analysis of Variance (ANOVA)

- Compute Background Threshold Values (BTVs)

- Perform Trend Analysis using Linear Regression, Mann-Kendall trend
test, and Theil-Sen trend test

- Estimate mean, standard deviation, and Upper Limits based upon data
sets with ND observations (e.g., KM method)

- Interpret results generated by ProUCL

ue to time limitation-statistical details will not be covered
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Null and Alternative Hypotheses
»  Hy: Null hypothesis statement (baseline condition)
»  H, : Alternative hypothesis statement

Null hypothesis, H,: Site mean < C,

Alternative hypothesis, H;: Site mean > C,

»  Hypotheses tests are performed on sampled data:

Therefore statistics used to test hypotheses suffer from
uncertainties; and

Conclusions derived using those statistics suffer from
decision errors

LOCKHEED MARTIN f$
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Decision Errors in Hypothesis Testing

» Two types of decision errors can be made:

- Type 1 Error = Probability (reject the null statement when it is true)
= false positive error =x = false rejection rate

> Type 2 Error = Probability (do not reject the null statement when it
is false) = false negative error = B = false acceptance rate

» Width of gray region, «, and B are specified in DQOs

» Whenever possible, adequate amount of data should be
collected based upon DQOs

LOCKHEED MARTIN $




What is a P-value?

» P- value is associated with a test statistic such as a t-test

o p-value is the smallest value of level of significance (Type |
error) for which the null hypothesis is rejected

1%, 5%, and 10% are common significance levels to which p-
values are compared

- A p-value < .05 rejects the null hypothesis at “ 5% level”

» ProUCL computes p-values for most of the hypothesis tests
in ProUCL

LOCKHEED MARTIN $




Single Sample Hypothesis Tests in ProUCL

| Hypothesis Testing | ANOVA  Trend Tests Background UCL Window Help
Single Sample » Full (w/o NDs) » t-Test 5 Select Variable - it
» it » i
Two Sample With NDs P‘ropomon —_— ——
B[ Mg | | Mn-89 | D_MN-99 Sign test Hare D[ Caurt = Tams D[ Gourt
9 2200 2200 1 Wilcoxon Signed Rank viel O o 0 (T
M-I 2 2
\ [ : = |
MW-89 5
,"‘ri Single Sample t Test Options [ m:‘%‘ g Group by Variable
NS s —
N M99 no1 >
Confidence Level 095

ial Difference I— User MustSelectan Actionlevel
Subslant! I, S 0 ForCachVariable Selechion!
(Used with Test Form 2)

Actionlevel | 3 —

Select Null Hypothesis Form

' Mean <= Action Level (Form 1) : ¥ G
oK &

" Mean >= Action Level (Form 2)

" Mean 3= Action Level +S (Form 2)

" Meazn = Action Level (2 Sided Alternative)
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Hypothesis Test to Verify Attainment of
Clean Standard

» Is site mean comparable to a cleanup threshold: C,?

Null hypothesis, H,: Site mean < C,
Alternative hypothesis, H,: Site mean > C,

3 Use parametric or nonparametric test

Parametric t-test compares site mean with a threshold

Nonparametric tests :- Sign test and Wilcoxon Signed Rank
(WSR) test compare site median with a threshold

»  WSR test more powerful than Sign test

LOCKHEED MARTIN $




T-Test: Compare Site Mean with Threshold

y 9 soil samples from a site area: 82.39 103.46 104.93 105.52
98.37 113.23 86.62 91.72 108.21 (EPA 2006)

Cleanup standard, C, =95

» Objective: Does site area meet cleanup standard?
H,: Site mean < 95 (meets standard), vs.
H,: Site mean >95 (does not meet standard)

Normal Q-Q Plot for 1 Sample-t 1 semple-t
-»

o o
Theoretical Quantiles (Standard Normal)

1 Sample-t

H Data are normal, use parametric t-test M

LOCKHEED MARTIN



T-Test: Compare Site Mean with Threshold

»  ProUCL generated t-test results:

1Sample-t
Single Sample t-Test
Raw Statistics T-test statistic 1.26 < critical value 1.86
Number of Valid Observations 9 p-value = 0.12> 0.05
Mumber of Distinct Obsenvations 9

Minimum 8239 .

i Conclusion based upon data:

aximum 1132
Mean 99.38 ) X

Megizn 1035 Do not reject null hypothesis

sD 1041 Conclude : Site mean does not exceed 95

SEof Mean 3468

HO: Site Mean<=95 (Form 1)

TestValue 1264
Degrees of Freedom 8
Critical Value (0.05)  1.86
P-Value 0121

Conclusion with Alpha = 0.05
Do Not Reject HO. Conclude Mean <= 95
P-Value > Alpha (0.05)

LOCKHEED "‘lfl'l3$




Sign Test: Compare Site Median with Threshold

»

Sign test is used when data set is not normal and/or
consists of NDs

MW8 Mn data : 4600 2760 1270 1860 1790 1730 1420 1500
1610 1400 1350 1770 2050 2420 1630 2810

Cleanup threshold = 1500

Hy: MW8 median < 1500 (threshold met)
H,: MW8 median >1500

Data not normally distributed
Use nonparametric Sign test

LOCKHEED MARTIN $
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Sign Test: Compare Site Median with Threshold

Ordered Ol
NN N

Normal Q-Q Plot for Mn (8)

- Nn (8)
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=
g
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N o o o? N K

Theoretical Quantiles (Standard Normal)

M (3)
n=16
Mean = 1508
Sa=830.8
Slope=7612
Inercert = “99F
Correlafion, R - 0.057
Shaoio-WikTes!
Exact Test Valuz =0.751
Criticel Vel(2.9E) - 0.887
Uate Not Hermel

Approx. Test Value=0746

p-Value =3.9684E-4

P-value = 0.0003 (<0.05)
Data are not normal, use a nonparametric test

LOCKHEED
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Boxplot Comparing MW8 Median with Threshold
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3900.00
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1502.00
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12000
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60.00-
302.00-
000
30000 -

Box Plot for Mn (8)

Mean=1998

|| Cleanup Level=1500 ||

Median=1750

Mn (€)

MW 8 mean = 1998, MW8 median = 1750, Threshold = 1500
Box plot suggests that site median exceeds threshold
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Sign Test: Compare Site Median with Threshold
3 Sign test results:

Mn (8)
Single Sample Sign Test p—value = 0.059 (>005)
Raw Statiskcs Conclusion:
Number of Valid Observations 16
Number of Distinct Observations 16 .
Minimum 1270 Do not reject H, for all levels of
Maximum 4600 significance < 0.059
Mean 1988
e s Based upon data and Sign test,
SEofMean 2087 conclude Mn in MW8 meets cleanup
Number Above Action Level 11

level of 1500 ppm at 0.05 level of
Number Equal Action Level 1 5|gn|f|cance
Number Below Action Level 4

HO: Site Median <=1500 (Form1)

Is this correct conclusion?

TestValue 11
P-Value  0.0592

Conclusion with Alpha = 0.05

Do Not Reject HO at the specified level of significance (0.05). Conclude Median <= 1500
P-Value> Alpha (0.05)

LOCKHEED "‘lfl'l3$
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WSR Test: Compare Site Median with Threshold

»  Wilcoxon Signed Rank (WSR) test is more powerful than
Sign test

WSR is used when data not normal and/or data consist of NDs

3 Using MW8 Mn data:

Hy: MW8 median < 1500 (MW8 meets threshold),
H,: MW8 median >1500

T4 Singjbe Sorrpe Wil iow) Sgrenl Rew k Tond Oplonrs IIESH

Confidence Level [
Substantial D s
UedwibTeifan?) | !

Hypothesis Testing | ANOVA  Trend Tests  Baceground  UTL Window  Help

S Full (w/o ND3) » tTest Action Level 51
> Wth ND< > Propertion Se.estNull Hypatnesis Form
MN-S3 | D_MN-53 Sonliss & Meaviacian <- Act o)
2200 1 Wilcoxon Signed Rank
€ Ve i 5= A v (P

- Achon Level +5 (1 orm 2)

 Meaviscizn - Acton _evel (2 Siced Mternztize)

oK Cance

LOCKHEED MARTIN Z%
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WSR Test: Compare Site

»  WSR test results:

Mn (8)

Raw Statistics

HO: Site Median <= 1500 (Form 1)

Number of Valid Observations
Number of Distinct Observations
Minimum

Maximum

Mezn

Median

SE of Mean

Number Above Limit
Number Equal Limit
Number Below Limit
T-plus

T-minus

Test Value
Critical Value (0.05)

16

16
1270
4600
1998
1750
888
2087

1

1055
145

1055
101

FUaice; 00034

Single Sample Wilcoxon Signed Rank Test

Median with Threshold

HO: Site Median <= 1500 (Form 1)

TestValue 1055
Critical Value (0.05) 101
P-Value 0.0034

Conclusionwith Alpha = 0.05
Reject HO. Conclude Mean/Median > 1500
P-Value <Alpha (0.05)

Reject H, at all levels > 0.0034
Conclusion: Based upon data and WSR
test, conclude median Mn exceeds
cleanup level of 1500ppm

WSR test is more powerful than Sign test

Graphical display supports conclusion
based upon WSR test

LOCKHEED "‘lfl'l3$
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Proportion Test to Compare Proportion of
Exceedances with Allowable Proportion, P,

8 Used to determine if proportion of exceedances of an action
level, A, by sampled data from a population (e.g., batch of
drums, monitoring wells) meets pre-specified proportion, P,
of exceedances

Hy: Proportion P of exceedances of A, by sampled data > P, vs.
H,: Proportion P of exceedances of A, by sampled data < P,

o If samg;l_e proportion p exceeds P,, population (e.g., lot of
drums) is rejected requiring further investigation
£ Single Sample Proorsion Test Options (=)

Contidence Level | 055

Puportion PO | 3

Action | evel (For % Mxcesdnnces) 5

‘Sslext Ml -ypathseis Zorm

LOCKHEED MARTIN $
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Proportion Test to Compare Proportion of

Exceedances with Allowable Proportion, P,
> Sampled Data of size 85from EPA (2006): 4.19 5.3086 6.0524 3.3634

5.6631 5.0993 3.5597 5.8967 6.2773 4.9834 6.5021 7.3062 7.3321
5.505 7.4876 5.9948 7.1185 5.4988 6.1111 4.309 5.0479 3.9595
4.6125 5.6875 6.5491 7.6761 7.0345 6.8311 4.6146 6.6419 0.5981
5.898 5.7146 6.7668 5.5998 3.0195 5.2547 6.8017 4.0221 6.058
5.135 6.2445 6.0979 5.8625 3.6893 5.4765 5.5635 5.4628 6.0424
6.3631 5.88 5.89 1.46 4.05 1.09 2.591.69 3.16 2.08 2.61 3.42 2.54
4.914.16.747.277.42 7.5 6.56 4.64 5.98 3.14 3.23 5.8 6.17 6.01 5.8
3.6 5.765 5.55 5.48 3.693 5.9 5.5635 5.4

Action level, A, = 5
Allowable proportion, P, of exceedances = 0.1 (10%)

H,: Proportion of exceedances of 5 by sampled data > 0.1

H,: Proportion of exceedances of 5 by sampled data < 0.1

LOCKHEED MARTIN $
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Proportion Test to Compare Proportion of
Exceedances with Allowable Proportion, P,

> Proportion test results:
15ample-Prop
One-Sample Proportion Test
Raw Statistics

Mumber of Valid Observations
Number of Distinct Observations
Minimum

Maximum

Mean

Median

S

SE of Mean

Number of Exceedances

Sample Proportion of Exceedances

||HO: Site Proportion >=0.1 (Form 2)
Large Sample z-Test Value
Critical Value (0.05)

P-Value

Conclusion with Alpha =0.05

85

8

0.598
7676
5.183
5.564
1.588
0172

0.659

1658

-1.64!

p-value=1
Null hypothesis, H, not rejected

Conclusion:
Proportion of exceedances
of action level, 5 exceeds 10%

i, Concitde Site Proportion > 0.1

LOCKHEED MARTIN Z$
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Two Sample Hypothesis Tests

»  Are site concentrations greater than background?
H,: Site mean > Background mean, vs.
H,: Site mean < Background mean

14

Are subsurface soil concentrations comparable to surface
soil concentrations?

H,: Subsurface soil median < Surface soil median, vs.
H,: Subsurface soil median concentration > Surface soil

Seleet Vavokie

Fiypothesis Testing | ANOVA Trend Tests Backgound UCL Wirdow Hzlp
Single Sampl= > |

Variables
[T

T O
“wo Szmple » Full (w/0 NDs) » tTast s Background / Ambizat
s | mne ||| WithNCs » Wi cozon-Mann-Whitney

3 2.200 2200 1 Quantile test

| Am of Corsem s St

BaaRESEES Y

¥ With Group Variable

> | Varsile

LOCKHEED MARTIN Z%
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Two Sample Hypothesis Tests

»  Are down?radient MW concentrations of a COPC
comparable to upgradient well concentrations?

Ho,: MW mean < Background well mean
H,: MW mean > Background well mean

> Depending upon data distributions- parametric or
nonparametric tests are used ‘ &

Substantial Differance. S C

[Hypcthesis Testing | ANOVA Trerd Tests Backgrounc  JC. Window Help

Single Sample v )
Two Sample 3 Full (/o NDs) tTest | cus
» NS 9o &
s 2200
W W

Select Null Hypatoes s Form
@ AOC <= Zackaround (Forr 1)
" NOC >- Zackarourd (Forr 2)

© 40C >~ 2ackground + $ (Fam 3

|  ADC = Backgroue (2 Sided)
LOCKHEED MARTIN $
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T-Test: Compare Manganese in Wells MW9 and
Background Well MW1

»  Mn.in MW9:2200 2340 2340 2420 2150 2220 2050
2060 1770 1330 1590 1530 1480 1050 3080 1880

»  Mn in Upgradient well, MW1:460 527 579 541 518
574 460 547 605 496 478 508 469 475 411 390

Ho: Mean Mn in MW9 < Mean Mn in MW1
H,: Mean of MW9 > Mean of MW1

»  T-test requires data sets to be normally distributed

23



T-Test: Compare Manganese in Wells: MW9 and
Upgradient Well MW1
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- M (1)

Normal Q-Q Flot for Mn (1)

K

K3 Ky
Thearetical Quantiles (Standard Normal)

p-value =0.98
Mn in MW1
normal

) & i

s
B e
S

Narmal Q-Q Plot for Mn (9)

p-value=0.802

n- o &
Theoretical Quantlles (Standard Normal)

Mn in MW9
Normal
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T-Test: Compare Manganese in Wells: MW9
and Upgradient Well MW

Box Plots for M (1), M

320000
300000
260000
2600.00
2400.00

“400.00 -
#200.00 -
00000 -

Observed Data

800.0C -
600.00 -

400.00 -
200,00 -
0.00 -
20000 -

Msnganess (1) Msrganess (5)

Side-by-Side box plots comparison suggests that
Mn in MW 9 > Mn in MW1

LOCKHEED ﬂlh'l"5$
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T-Test: Compare Manganese in Wells: MW9
and Upgradient Well MW1

Multiple Q-Q Plots Mangancsc [1]
for M (1), M 9) n=18

330000
2300.00
2300.00
240000
2
§ 2000
B 200000
>
@ 1300.00
2 15000
3 1o
T 10
© 120000
S 1900.00-
300.00
50000

40000

20000

,,,,,,,

Theoretical Quantiles (Standard Normal)

@ Manganese(9)

Q-Q plot comparison suggests that
Mn in MW 9 > Mn in MW1

LOCKHEED HIRTIHE$
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T-Test: Compare Manganese in Wells: MW9
and Upgradient Well MW1

Areaof Concern Data: Manganese(3)
Background Data: Manganese(1)

Raw Statistics
Site Background
Number of Valid Observations 1% 13
Number of Distinet Observations 15 15
Minimum 1050 390
Maximum 3080 605
Mean 1968 5024

Median = 2055 502

sD 5002 5542

SEof Mean 125 1486

Site vs Background Two-Sample - Test

HO: Mu of Site - Mu of Background <=0
t-Test Critical

Method DF Value 1(0.050)
Pooled (Equal Variance) 30 11,640 1697
'Welch-Satterthwaite (Unegual Varia 184 11640 1.753

Pooled SD 2356.175
Conclusion with Alpha =0.050

S

Brag py it
s,

HO: Mu of Site - Mu of Background <=0
t-Test Critical

Method DF Value 1(0.050)  P-Valve
Pocled (Equal Variance) 30 11640 1.657 0.000
\Welch-Satterthwaite (Unequal Varia 154 11640 1753 0.000
Pocled SD 356.175
Cenclusion with Alpha = 0.050

- Student t (Pooled) Test: Reject HO, Cenclude Site > Background

~ Welch-Satterthwaite Test: Reject HO, Conclude Site > Background

Testof Equality of Vanances

Variance of Site 250190
Variance of Background = 3531

P-Value
0.000

Numerator DF Denominator DF F-Test Val
15 15 70854
Conclusion with Alpha = 0.05

* Two variances are not egual

p-value = 0.0, Reject H,
Conclude - Mean Mn in MW 9 is
significantly higher than mean
Mn in upgradient MW 1

LOCKHWEED MARTIN
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Wilcoxon Mann Whitney (WMW) Test:
Compare Onsite vs. Background Median Lead

»  Nonparametric WMW test can also be used on data
sets with nondetects with a single detection limit

»  Onsite and background data from a Superfund Site:

22$gt5e Lead: 27.1 38 23.8 38.6 19.7 47.4 165 338 1940

Background Lead: 25.7 15.7 16.6 16.5 14.75 19.2

Hy: Onsite median lead < Background median lead, vs.

H,: Onsite median lead > background median lead
concentration

LOCKHEED MARTIN $
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WMW Test: Compare Onsite vs. Background
Median Lead Concentrations

Background lead
data not normal

Onsite lead data
not normal

2w
00
2w

2m

4=
£ G

Ordered Observations
= 2 SERENEe

13383

Normal Q-Q Plot for BG_Lead

e <
Theoretical Quantiles {Standerd Normel)

Normal Q-Q Plot for OS_Lead

@ — &

Theorstical Quantllas (Standard Normal)

29
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WMW Test: Compare Onsite vs. Background
Median Lead Concentrations

Observed Data

g § &
H

S

Box Plots for BG_Lead, OS_Lead

7 ESCRE

s _zac

Side-by-Side box plots comparison suggests that

onsite lead > background lead

30
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WMW Test: Compare Onsite vs. Background
Median Lead Concentrations

Area of Concern Data: OS_Lead
Background Data: BG_Lead

Number of Valid Observations
Number of Distinet Observations
Minimum

Maximum

Mean

Medizn

SD

SE of Mean

HO: Mean/Medi of Site or AOC <= M,

‘Wilcoxon-Mann-Whitney (WMW) Test

Raw Statistics

Site Background
10 &
10 3
187 1475 p—value = 0.0014
= Reject null hypothesis & conclude:
41:53 16255
oot Onsite median lead > Background
median lead concentration

Jian of Back

Site Rank Sum W-Stat
WMW Test U-Stat

WM Critical Value (0.050)
Approximate P-Value

113

58

45
0.00143

C ionwith Alpha = 0.05

Reject D, Conciude Srie > Background

Conclusion

31
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Gehan Test for Data Sets with NDs and
Multiple Detection Limits (DLs)

»  Nonparametric Gehan test can be used to compare
concentrations of two populations when data sets
consist of NDs with multiple DLs.

H,: Surface soil median arsenic = subsurface soil median
arsenic, vs.

H,: Surface soil median arsenic # subsurface soil median
arsenic concentration

LOCKHEED MARTIN $
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Gehan Test on Arsenic Data with NDs and

Multiple DLs

Background arsenic data from subsurface (SB) and surface

soils (SS) of a Federal Facility
Need to estimate BTV

Data set has multiple NDs exceeding detected values

Multiple Q-Q Plots with NDs
for Arsenic (sb), Arsenic (ss)
200
10.00
1€.00
£ 1400
=
® 1200
z
D[ &wm
2
g w0
5w
=
© 100 Law
200 T
coo 3 LA
5 » & &® & -
Theoretical Quantiles (Standard Normal)
W senin(sy @ asenic(ss)

HNDS shown in Red \|

33

Arsenic {sk)
Total Humker cf Data - 42

Number of Non-Detects - 20

LOCKHEED MARTIN Z%
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Gehan Test on Arsenic Data with NDs and
Multiple DLs

Confidence Coefficient  85%

Substantil Diference 0000 Objective: Are surface and
Selected Null Hypothesis  Site or AOC Equal to [ (Two Sided .
Alternative Hypothesis  Site or AOC /Median Not Equal to /Medi; SUbsurface arsenlc data
comparable?

Area of Concern Data: Arsenic(ss)

Background Data: Aseric(s) Hy: SS median=SUB median
Raw Statistics H1: SS median#SUB median

Sie |Background HO: Mu of Site or AOC = Mu of background
Number of Valid Data 40 0
Number of Non-Detect Data 17 20
Number of Detect Data 23 20 Gehanz TestValve  -1.536
Minimum Non-Detect 023 028 Lower Critical z (0.025) -1.96
Maximum Nen-Detect 21 25 Upper Criticzl 2 (0.975) 1.9

Percent Non detects  4250%  50.00%
Minimum Detected 0.034 2

Value 0124

Maximum Detected 126 186 .
Mean of Detected Data 3048 6335 Conclusion ok
Median of Detected Data 15 42 eject H0. Conclude Site = Background

SD of Detected Data 3.369 5.038 P-Value >=alpha (0.05)

P-value = 0.124

Arsenic in SS and SB not significantly different
Single estimate of BTV may be computed using
combined surface and subsurface background data

LOCKHEED "‘lfl'l3$
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WMW and Gehan Tests on Data Sets with
NDs and Multiple DLs

Data sets have multiple DLs with NDs > detects

F Box Plots for Site, Background

@0
B

EES .

Bn®

W

2

zam

_ Observed Data

\ o Lackarcure

|

Site data has highest ND > detected values
Box Plots suggest that Site arsenic > Background arsenic

35

35



WMW Test on Data Sets with NDs and
Multiple DLs

Area of Concern Data- Site

Background Data: Background
HO: Mean/Median of Site or AOC <= Mean/Median of Background
Raw Statistics
Site Background Site Rank Sum w-Stat 115
Number of Valid Data 10 10 WMWw Test U-Stat 60
Number of NorrDetect Data |2 4 R e VRIS TOEE 72
N uvat?er of DetectData 8 6 Epprovimate Pvai ue. 0236
Minimum Non-Detect 2 4
Maximum Non-Detect 35 % .
PercentNon detects  2000%  40.00% (Conclaion wit Alpha —0.05
Minimum Detected 2 1 Do Not Reject HO. Conclude Site <= Background
Maximum Detected 43 b
Mezn of Detected Data 2363 1217
Median of Detected Data 25 n
SDofDeieciedData 1474 962 Hy: Site median=< Background median
S Tt H;: Site median> Background median
All observations <=35 (Max DL) are ranked the same
Wilcoxon-Mann-iahitney (Wha) Test P-value = 0.236, Do not Reject H,
HO: Mean/Median of Site or AOC < Mean/Median of J
WMW test incorrectly concludes:
Site Rank SumWw-Stat 115
WIMW TestU-Stat 60 . X X
Site median is comparable to
background median

LOCKHEED "‘lfl'l3$
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Gehan Test on Data Sets with NDs and
Multiple DLs

Raw Statistics.
Site d

Number of Valid Data 10 10 . Ch . .
Moo oDt T3 - Hy: Site median< Background median

Number of Detect Data 8 ¢ H,: Site median> Background median

Minimum Non-Detect 4 4

Maximum Non-Detect 35 25 .

PercentMondetects  2000%  40.00% P-value = 0.038, Reject H,

Minimum Detected 2 1
Maximum Detecled | 43 z Gehan test correctly concludes:

Mean of Detected Data 2363 1217 . . .
e Site median > Background median

SD of Detected Data 1474 9642

It is suggested to confirm test results
with graphical displays

Site vs Background Gehan Test

HO: Mean/Median of Site or AOC <= Mean/Median of

Gehanz Test Value  1.769
Critical z (0.85) 1645
P-Value  0.0384

Conclusion with Alpha = 0.05
" Heject Hil. Conclude Site > Backaround

BVaiue <aipha (0.05)

LOCKHEED "llf'"f$
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Oneway Analysis of Variance (ANOVA)

3 Oneway ANOVA is used to compare mean/median
concentrations of more than two groups such as:

Arsenic concentrations in several AOCs
Inter-well comparisons

Null Hypothesis: Mean concentrations are similar
Alternative hypothesis: Mean concentrations are different

»  Classical and nonparametric Kruskal-Wallis(K-W) ANOVA:

] St ) ot G 1 or e parmernc ANOVA bl

ANOVA | Trend Tests Background UCL Group by Variable
Classical [ ARA ot - 1] =]
X — Selected Variable Columns
PlerrTerie 13
8 L | [ T
e
oK Cancdl

- LOCKHEED MARYINZ%
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Oneway ANOVA on Po-210 data from 3 Areas

» Consider Polonium -210 (Po-210) data from 3 reference
areas (LR, RP, and BP).

» Objective: Compute site-specific estimate of
background level concentration for Po-210.

» First determine if Po-210 data from 3 areas come from
the same population

» Hy: Po-210 means of 3 areas are comparable, vs.
» H;: Po-210 means of 3 areas are not comparable

LOCKHEED MARTIN $
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Box Plots for Po-210 (bp). Po-210 (Ir), ...

Oneway ANOVA on Po -210 data from 3 Areas

Observed Data
§ B 3 BEWE
<I_{ .

i Graphical displays suggest that
- ‘ ‘ 3 areas exhibit comparable
— w— nee Po-210 concentrations
Multiple Q-Q Plots

- for Po-210 (bp), Po-210 (Ir), Po-210 (rp)
§:::: e
i

i

L

TS ES » B 5 & 3 >

Thearsticel Quantliea (Standard Normal)
mroz 0% @i Arc2i0p;

LOCKHEED ﬂlh'l"5$
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Oneway ANOVA on Po -210 data from 3 Areas

Classical One-Way ANOVA

2/16/2011 5:45:18 PM P_Value — 0.066

From File ANOVA . .
Full Precision OFF Null hypothesis not rejected

Conclude:
Po-210
Po-210 data from 3 areas come
Growp Obs  Mean  SD Varisnce from same background population
Ir 37 1238 0.202 0.0408
w38 LG A single estimate of background
bp 73 1291 0218 0.0475
Grand Stafistics (All data) 148 1248 0251 | 00632 threshold can be computed based

upon merged Po-210 data set

Classical One-Way Analysis of Vaniance Table

Source S5 DOF Ms V.R.(F Stat) P-Value
Between Groups 0.342 2 0171 2768 0.0661
Within Groups 2.844 145 0.0617

Total 9.286 147

Pooled Standard Deviation 0.248
R-Sg 0.0368

LOCKHEED "‘lfl'l3$
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Nonparametric K-W Oneway ANOVA on Mn Data
» Consider Mn data from 3 monitoring wells (MWs)
» Objective: Perform Inter-well comparison
- Hy: Median Mn concentrations of 3 MWs are comparable, vs.

> H;: Median Mn concentrations of 3 areas are not comparable

» Kruskal-Wallis Test results are shown next

LOCKHEED MARTIN $
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Nonparametric K-W Oneway ANOVA on Mn data

Nonparametric One Way ANOVA (Kruskal-Wallis Test)

User Selected Options
Date/Time of Computation  2/16/2011 €:20:36 PM p—VaIUe = 00 .
From File  ANOVA_NP Null hypothesis rejected at all levels

Full Precision OFF

Conclude:
Mn
Mn in 3 MWs are significantly
Group Obs Median  Ave Rank z d |ffe rent

1 16 502 85 -5.59%

8 18 1750 31.21 2417

9 18 2055 3359 3182

Overall -t 1515 245

K-\ (H-Stat)  DOF P-Value (Approx. Chisqus
3154 2 14148E-7

3185 2 14087E-7  (Adjusted for Ties)

LOCKHEED HIRTIHE$
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Upper Percentile, Upper Prediction Limit
(UPL), and Upper Tolerance Limit (UTL) to

Estimate Background Threshold Values (BTVs)
http://www.epa.gov/osp/hstl/tsc/software.htm
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Upper Percentiles, UPLs, and UTLs

» Based upon an “established background data set”, upper
percentiles, UPL95, and UTL95-95 are computed to:

- Estimate background level concentrations, background
threshold values (BTVs), not-to-exceed values

» Onsite observations are compared with BTVs to:

- Identify contaminants of potential concern
- Determine potentially polluted site locations

- Perform Intra-well comparisons to identify non-complying wells
in groundwater (GW) studies

45 LOCKHEED Man}tnf$
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UPLs and UTLs - “Full” Data without NDs

» Surface soil arsenic background data of size 39 from a Federal
Facility: 1.91.21.53.43.625.81.41.51.22.90.46 0.65 0.84
0.750.532.52.54.22.963.91.81.11.51.41.12.7291.22.4
1.11.44.12.10.681.61.70.831.2

» Estimate BTVs:
> Are there any outliers?
- Data normal, lognormal or gamma distribution?

4 Background Statistics Options (T
Hypothesis Testing ANOVA Trend Tests (Background] UCL Window Help
Normal Full (w/o NDs) Background Statistics 3 Confidence Level [0.55}
ﬂ Gamma With NDs Background Statistics 3 1
B ‘ MNS. Lognormal % Coverage | 05
9 22 Non-Parametric 1 —
9 23 All 1 |7 Different or Future K Values 1

Number of Bootstrap Operations 2000

H UPLs for k future values ‘l

OK Cancel |
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Graphical Displays

outlier

Q-Q plot - there is
at least one potential
outlier

Box Plot for $S-As . .
= \ Boxplot - there is
i at least one potential
000 7A§7
e Q-Q Plot for SS-As
g?m
» = 52 & s 3 ® 5 &

Theoretical Quantiies (Standard Normai)

47
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Rosner Qutlier Test (n>25)

Rosner's Outlier Testfor SSAs

Mean  3.498
Standard Deviation ~ 9.934
Numberofdata 39
Number of suspected outliers 3

Potential Obs.
# Mean sd outlier  Number
1 3488 9.865 633 21
2 1.909 1174 58 7
3 1.804 0992 42 19

For 5% significance level, there are 2 Potential Outliers
Therefore, Potential Statistical Outliers are
639,58

For 1% Significance Level, there is 1 Potential Outlier

Therefore, Observation 63 3 is a Potential Statistical Outlier

Test

Critical

63.9 is high outlier, 5.8 is
mild outlier

Critical

At 0.05 level of significance:

At 0.01 level of significance:

value walue (%) value (1%) 63.9 is the only outlier
e 3w 3
3315 301 336

2415

3

3

Project Team should determine if 5.8 represents an outlier

Here only 63.9 is considered outlier, BTVs are estimated without 63.9

48 LOCKHEED "llf'"f$
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GOF Test without Qutlier 63.9

Normal Q-Q Plot for SS-As S5-As

800 n=3

560 = Mean =192

a2 Sd=1174

o Sope=113

400 Inte =190

_ erces
" 440 - — Correlatior, K =1.941
@

s 400 ) // Shapiro-Vilk Test
= _— Exect Test Value =05¢9
: 80 = ‘// Crilical Val 0 05) =0.938
& 020 e Dala Nl Normal
8 20 1/3/{ L) Approx. TestValue -0 003
g 240 e /i P-Value - 8.70507-4
$ ///E a5
S ]
o El

e /_{‘ GaE”

120 '/‘4/‘{“ =

080 o s

040 & _— —

000 : — : ‘ ‘

2® W2 20 I & o? & 2 W Ly
Theoretical Quantiles (Standard Normal)
- SS.As

p-value for S-W test = 0.001<0.05
Conclude: Data not normally distributed
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GOF Test without Qutlier 63.9

e Observations
SEIRE

Ordi
e e
£EEE G

:EE L EEE

Gamma Q-Q Plot for SS-As

Theoresical Quantiles of Gamma Distribusian

Lognormal @-Q Plot for SS-As

- K

K @
Theoreteal Quantiles |Stancare Normal)

50

sitn
[

U s3303r4a s U i 3

Test value= 0.313 <
Critical Value =0.754

Data follow gamma
distribution at 0.05
level of significance

p-value = 0.9 for S-W Test
Data follow lognormal
distribution

LOCKHEED "llf'"z$
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BTV Estimates Less Outlier 63.9 (All Option)

Background Statistics
Normal Distribution Test Lognormal Distribution Test
Shapiro Wilk Test Statistic 0.289 Shapiro Wilk Test Statistic ~ 0.984
Shapiro Wilk Critical Value 0.938 Shapiro Wilk Critical Value  0.938
Datanot Normal at 5% Significance Level Data appear Lognormal at57% Significance Level
Assuming Normal Distribution Assuming Lognormal Distribution
85% UTL with 98% Coverage = 4.412 95% UTL with 85% Coverage  5.778
95% UPL() 3915 95% UPL(Y)  4.483
90% Percentile (z) 3413 90% Percentile (z)  3.46%
95% Percentile (2) 284 95% Percentile (2) 4313
99% Percentile (z)  4.64 99% Percentile (z)  6.493
Gamma Distribution Test Data Distribution Test Lognormal
kstar 282 Data appear Gamma Distributed at 5% Significance Level | percentiles

Theta Star 0.672

MLE of Mean 1.909

MLE of Standard Deviation 1133

nustar 2158
A-D Test Statistic 0.313 Nonparametric Statistics
5% A-D Critical Value 0.754 90% Percentile 34
K-S Test Statistic.  0.11 98% Percentile  4.115
8% K-S Critical Valuei  0.144 99% Percentile 5.208
Data appear Gamma Distributed at 5% Sgnﬁcmne Level
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BTVs Estimates without Outlier 63.9

Gamma Distribuion Test

Data Distribution Test

k star

Theta Star

MLE of Mean

MLE of Standard Deviation
nu star

A-D Test Statistic
5% A-D Critical Value
K-S Test Statistic
5% K-S Critical Value

38 Dat Gamma Distri 5%

Dataappear Gamma Distri buted at 5% Significance Level

Assuming Gamma Distribution
90% Percentile
95% Percentile
99% Percentile

95% \WH Approx. Gamma UPL

95% Hi Approx. Gamma UPL
5% WH Approx. Gamma UTL vith 95% Coverage
5% HW Approx. Gamma UTL with 95% Coverage

s ||Gamma Percentiles ||

vel
0672
1.909
1133
2158
0313 Nonparametric Statistics
0754 90% Percentile 346
o1 95% Percentile 4115
0144 89% Percentile 5208
95% UTLwith 95% Coverage 5.8
3428 957, Percentile Bootstrap UTL with 95% Coverage 5.8
407 95% BCA Bootstrap UTL with 95% Coverage 5.8
5467 95% UPL 428
95% Chebyshev UPL  7.082
4122 Upper Threshold Limit Based upon IQR 4563
4186
43852

Estimate of BTV
Gamma Lognormal
UPL95 4.12 4.48
UTL95-95 4.95 5.78

|’ Use of UPLs and UTLs based upon gamma distribution is suggested \l

Brag et
s,

52
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Influence of Outliers on UPLs and UTLs

» Mn data from a Navy Site:15.8 28.2 90.6 1490 85.6 281
4300 199 838 777 824 1010 1350 390 150 3250 259

> As determined in UCL95 section, 4300 and 3250 represent
potential outliers

- Project team should make a decision about their disposition

- Data (with outliers)follow gamma as well as lognormal
distribution - see next slide

o Just like UCL95, lognormal distribution based (with or without
outliers) UPLs and UTLs are unacceptably large

LOCKHEED MARTIN f$
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GOF Tests on Mn Data with outliers

» Mn data from a Navy Site

o
soie
one
o0
o

i

Gamma Q-Q Plot for Mn

& rd
Theoretical Quanties of Gamma Distribution

Lognormal Q-Q Plot for Mn

Data gamma
distributed

A-D Test
statistic=0.239

Critical value (.05)

=0.782 > 0.239

Theoretical Quantiles (Standard Normal)

54

Data are lognormal
p-value = 0.808
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Influence of Qutliers on UPLs and UTLs

Row Statisics Log-Transformed Statistics
Minimum 158 Minimum 276
Maximum 4300 Maximum  8.366
Second Largest 3250 Second Largest  8.086
First Quartile 150 First Quartile ~ 5.011
Median 330 Median  5.966
Third Quartile 1010 Third Quartile  6.318
Mean 9022 Mean 5.812
SD 1188 SD 1568
Coefficient of Variation 1318
Skewness 2.048
Background Statistics
Normal Distribution Test Lognormal Distribution Test
Shapiro Wilk Test Statistic 0.725 Shapiro Wilk Test Statistic  0.96%
Shapiro Wilk Critical Value  0.892 Shapiro Wilk Critical Value  0.852
Data not Normal at 5% Significance Level Data appear Lognormal at 5% Significance Level
Assuming Normal Distribution Assuming Lognormal Distribution
95% UTLwath 95% Coverage 3855 85% UTL wath  85% Coverage 18203
95% UPL() 3033 95% UPL(t) 6176
S0% Percentile (z) 2427 30% Percentile (z) 2755
95% Percentile (z) 2853 957% Percentile (z) 4863
99% Percentile (z) 3663 39% Percentile (z) 14173

|| Statistics computed using 2 outliers ||

S

Brag py it
s,

.

Inflated by
outliers
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Gamma Distribution Test
k star
Theta Star
MLE of Mean
MLE of Standard Deviation

nu star

A-D Test Statistic
5% A-D Cntical Value
K-S Test Statistic
5% K-S Critical Value

0.599
1506
9022
1166
2037

0233
0.782
0117
0218

Data appear Gamma Distributed at 5% Significance Level

Assuming Gamma Distribution
S0% Percentile
95% Percentile

99% Percentile

95% WH Approx. Gamma UPL
95% H\w Approx. Gamma UPL
95% WH Approx. Gamma UTL with 95% Coverage
§5% HW/ Approx. Gamma UTL with 95% Coverage

2347
3249
5423

3423
3688
5595
6508

Data Distribution Test

Influence of Qutliers on UPLs and UTLs

Data appear Gamma Distril at5%

Nonparametnc Statisics
50% Percentile
85% Percentile
99% Percentile

85% UTL with 35% Coverage

95% Percentile Bootstrap UTL with 5% Coverage
95% BCA Bootstrap UTL with 95% Coverage

95% UPL

95% Chebyshev UPL

Upper Thresheld Limit Based upen IQR

|| Statistics computed using 2 outliers ||

56
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UPLs and UTLs without 2 Qutliers

Raw Statistics Log-Transformed Statistics
Minimum 158 Minimum 276
Maximum 1480 Maximum ~ 7.307
Second Largest 1350 Second Largest 7.208
First Quartile  120.3 First Quartile 4758
Median 281 Median 5638
Third Quartile 831 Third Quartile. 6723
Mean 5152 Mean 5604
SD 4914 SD 1392
Coefficient of Variation  0.946
Skewness  0.807
Background Statistics
Normal Distribution Test Lognormal Distribution Test
Shapiro Wilk Test Statistic  0.87 Shapiro Wilk Test Statistic.  0.929
Shapiro Wilk Critical Value 0.881 Shapiro Wilk Critical Value 0.881
Data notNormal at 5% Significance Level Data appear Lognormal at 5% Significance Level
Assuming Normal Distribution Assuming Lognormal Distribution
95% UTL wath 95% Coverage 1780 95% UTL with 95% Coverage 9666
95% UPL (1) 1413 95% UPL () m?\ E| evated
90% Percentile (z) 1149 907% Percentile (z) 1616
95% Percentile (z) 1328 95% Percentile (z) 2681 I og norm aI
957 Percentile (z) 1662 99% Percentile (z) 6924 estimates

Statistics computed without 2 outliers
4300 and 3250

57
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UPLs and UTLs without 2 Qutliers

Gamma Distribution Test
k star
Theta Star
MLE of Mean
MLE of Standard Deviation
nu star

A-D Test Statistic
§% A-D Critical Valug
K-S Test Statistic
5% K-S Crtical Value
Data appear G Distrik at5% Signifi

0.765
6785
5192
5935

229

Assuming Gamma Distribution
90% Percentile
95% Percentile
35% Percentile

85% WH Approx. Gamma UPL
95% H\w Approx. Gamma UPL
95% WH Approx. Gamma UTL with 95% Coverage
85% Hw/ Approx. Gamma UTL with 95% Coverage

1278
17
2743

1863
2039
3015

Data Distribution Test
Data appear Gamma Distributed at 5%

95% Percentile Bootstrap UTL with 35% Coverage

Level
Nonparametnic Statistics

90% Percentile 1214

85% Percentile 1332

99% Percentile 1470

95% UTL with 95% Coverage 1450

1450

95% BCA Bootstrap UTL with 5% Coverage 1430

85% UPL 1430

85% Chebyshev UPL 2731

Upper Threshold Limit Based upon IQR 1837

Statistics computed without 2 outliers
4300 and 3250

58

LOCKHEED HIRTIHE$

58



95% UPLs with and without 2 outliers

» Outliers (4300, 3250) distorted all statistics
» Lognormal distribution yields unrealistically high values
» Data are gamma distributed
> Use of UPLs or UTLs based upon gamma distribution is suggested

With outliers Without outliers
n=17 n=15

Normal UPL95 3039 1413
Elevated
values | Gamma UPL9S (WH) 3423 1863
I el PG 6176 3417
Nonparametric 4300 1490
UPL95
Nonparametric 95% 3460 1392
Percentile
Normal 95% 2859 1328

Percentile
=~ Maximum

4300 1490

59 LOCKHEED .ll'l"2$




95-95 UTLs with and without 2 Qutliers

» Outliers (4300 and 3250)distorted all statistics
» Lognormal distribution yields unrealistically high values

» Data are gamma distributed
> Use of UPLs or UTLs based upon gamma distribution is suggested

Method With outliers Without outliers
n=17 n=15

Normal UTL95/95 3859 1780

Gamma UTL95/95 (WH) 5595 3015

/Lognormal UTL95/95 18203 9666

Elevated | Nonparametric UTL95/95 4300 1490
values

Gamma 95% Percentile 3249 1711

Lognormal 95% Percentile 4869 2681

4300 1490

60 LOCKHEED .ll'l"2$
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Steps to Estimate BTVs

» Make sure no significant outliers or multiple
populations are present in background data set

- Use graphical displays to visualize data

- Graphical methods provide useful information about
outliers, multiple populations

» Perform GOF test to determine data distribution

- Depending upon data distribution, use an appropriate
parametric or nonparametric estimate of BTV

- May want to consult a statistician for further clarification

LOCKHEED MARTIN f$
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Trend Analysis: Linear Regression, Mann-Kendall
Trend Test, and Theil-Sen Trend Line

http:/ /www.epa.gov/osp/hstl/tsc/software.htm
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Trend Tests

» Trend tests are used to determine if concentrations (e.g., in
a compliance well) are decreasing/increasing over time.

» A time variable and concentration variable with equal
number of observations should be present in data set

[
| |
| /
/ /

o Selec: Varisblzs / @J

> Trends‘t/ests in ProUCL 4.1

) | [
Trend Tests | Background UCL arabis DepsadeaiVanabic [
Nere D [Coum s
Regression ] 4;" Q <
1 s Valusz_A [ EH |
Mann-Kendall 2 & = /‘

. 2 g /
Theil-Sen 5 g - | Independent Variable |
Time Series Plots » I

Jhbbtoc s < Everts A >on
Group Variable {Optional)
Datoxe | | =~
oK Cane
y
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Linear Regression Line

» Linear regression Line Test

ol Select Variables (>
Variables Dependent Variable
Neme [iD_[Cout >> | lu_—lm_lE.
a5 OptionsRegression -—
Graphics Options
IV Display Intervals
v v
N — ¥ XY Plot ¥ Confidence Interval
035 XY Plot Title [V Predection Interval
Classical Regression
IV Display Regression Table
oK Cancel
oK Cance
64

Slope of line determines trend in data

Significant positive slope suggests
upward trend

Significant negative slope suggests
downward trend

Insignificant slope suggests no
evidence of trend in data

Significance is determined using
p-value of slope test

LOCKHEED "llf'"z$
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Linear Regression Trend Line

Linear Regression Trend Line os v
> e
e et
"ir/
i
= For slope test
p-value=0
m}ru w01 n wi @1 w1 £ wE
“Events_A : ‘ '
Regression Estimates and Inference Table
Paramater Estimates Std. Error T-values  p-values
f : e e intercept  -2598 4293 6051 2.9802E-5
Slope is significantly positive |l e
with p-value= 0.0
OLSANOVATable
Source of Variation SS DOF MS F-Value P-Value
Conclude: there is significant Regression 4136 1 4t 2 0000
. Error 109228 14 7848
upward trend in data TG
R Square 0792
Adjusted R Square 0777
Sqrt(MSE) = Scale  28.01
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Mann-Kendall Trend Test Statistic, S

85 Sclect Trznd Evert Varidbles [=X0)
Trend Tests | Background UCL . . .

N Variables Select Event/Time Variable
Regreion Neme D [Comt i if ics opiic
Mann-Kendall | s P

Swalues s =
o Groug ) ES |
Theil-Sen Pty P = Svets A 3 6
- - Sdata ) = |
Time Series Plots » e e N
wolf-data 3 5 Select Values/Measured Data
Jhb-evert E
gibkoc 8 > | [Mene D [Cont
Valoe & [T

=X Group Variable (Optional)

|

Confidence Coefficient ==l ‘
cK Cancel
053] Y,

[V Display Graphics

8! Mann-Kendall Options

[ DTl SenTres e Trend tests can be performed by group
[V Display OLS Regression Line " . .
et o ID - such as multiple monitoring wells

| Mann-Kendall Trend Test

OK Cancel
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Mann-Kendall Trend Test Statistic, S

Mann-Kendall Trend Test Marn: Koz Trend Avaiyzw .
5 s 'S Test Statistic =92 >0 |
3 T o
3 P —
s il
General Statistics
Number of Events 16
Number of Values 16
05"!1 wa 1 wl e . i Minimum 450
Events A Maximum 700
R . .. Mean 5366
Significant positive value of S or Medan 525
standardized S suggests upward trend oo 2
Significant negative value of S or Mann-Ke TZ;:WS) .
standardized S suggests downward trend Tabulatedpvalue O

Standard Deviationof S 22.11
Standardized Valueof S 4.117

Significance is determined using p-value — SR

of an increasing

S >0 and p-value =0 :rendaunesmiﬁedleve;dsig-iﬁwu
Conclusion: Data exhibit upward trend
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Theil-Sen Trend Line Test

Select Trend Zvent Variables

Trend Tests | Background UCL Variables Sclect Event/Time Variable
Regression [{ 8@ Theil-Sn Options| 8 Nane 1D [ Count
Mann-Kendall o= aoiclny | B A 2o
Theil-Sen U

= = Select Values/Measured Data
Umeterestias 4 W Disoley OLS Retress on Line [0 o]
¥ Uisplzy Iheil-Sen Irend _ine Values A 4 1%
Title for Graph
) ] ) Thel-Sen Trend Lne and OL3 Regreceion Line Group Variable (Optional)
Approximate inference for Theil-Sen Trend Test oK Cancel l—;|
Mann-Kendall Statistic (S) 92
Standard Deviationof S 22.11 oK Cancel
Mumber of Slopes 120 4

Theil-Sen Slope. 31.71
Theil-Sen Intercept  -2375 \ N . ..
Wi s Theil-Sen Slope is positive
M2 8166
5% LCLefSlope (0025 20 <—— 1 95% confidence interval (Cl) for slope
95% UCL of Slope (0.575) 433 does not contain ‘O,

M1" 4182
One-sided 957 lower limit of Slope  21.55 This suggest that there is significant
I I upward (positive) trend in data at
trend atthe s pecified level o sigificance. 0.05 level of significance
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Theil-Sen Trend Line Test - Upward Trend

75

2
5

Values_A

Theil-Sen Trend Line and OLS Regression Line Theil-Sen Trerc Analysa
n 13
LevelcrSigniicar 0.0500
: 18 1m0a
Terod -2588.0210

Theil-Sen Trenc Line = Rad
Thell-Ser Siose
Theil-Ger Interzept

317143
23752714

M 83367
Nz 816633
LCL ofSlope 200000
LCL ofSIa0s 13303

Statsneally signit cantfvitanee gl #n nemasrg
el bespedledfevel of siafiican e
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Theil-Sen Trend Line Test-Downward Trend

Theil-Sen Trend Line and OLS Regression Line

81

Trel-Sen Trena Analysis
r b33
Level ot signmicarce. ovs

OLS Regreesion Lire - Blua

OLSFegressionSiope. 307325
OLSFegressionInicraspt 43741237

Thei-Sen Trend Line - Rec

Thei-Ser Slee 11423
Thei-Ser Inleieed 44693233
m B9.9902
e e
LCL of Slops. 12951
UC_ cfSiape 7299

Staistically 3 gnificant cvidence ofa coaucsing
trend atthe specificd lovel of significance.

2 a9

e s19 w9 B
Down-evnt

Theil-Sen slope is negative

LCL and UCL of 95% ClI of slope are <0
implying ‘0’ is not in 95% CI

Conclusion: Data exhibit significant
downward trend at 0.05 level

70

If Cl for slope contains
‘0’ - data do not exhibit
significant trend

LOCKHEED "‘lfl'l3$

70



Time Series Plots with Data Only Option

fin\ProUCL webinier dat\Tiend-module—dataxb.n(]

ROSFer NDe faphs  MitisrTests  Goodness-of-Fit  Hypothecis Testing  ANOVA [Trend Tecrs | Rackgraund  UTl Wndow  Help

3 a 5 € (| e 9 1

Everts_\ | Valuee_/\| G-Evert | Gedw | wo-evsm| wc“—iat: gibb-evar| giv>tos
896 48 I 10 1
e 5) 1 P2 2 2 2 5
01 ® 1 2 3 m 3 O
203 ) z 0 FIAR 1 o
06 85 3 2 5 B 5 8
EH 50 3 n G v
Exl 51 ‘ T ] &
o1z 52 5 0 t x
16 51

When used, regression lines

are shown on time series plot

Regression L.
Mann-Kencal Initial value can be year1990
Thel-5en
e — “Dn) Increment can be 1 for each
tmw-" following year
o OptionsTimeSeriesData / /&
Select |mt|a| Start Value Event/ [ndex rements
1 1
Event/index Greater Than 0
. I —Confidence Coefficient
> [~ Display OLS Regression Line
0.95
™ DisplayTheil-Sen Trend Line
Event/Index Label
Event
— Plot Groups Together -
[~ Group Graphs Title for Graph:
Must Select 2
Group Column ime-Geries Trend Analysis

Al Grolpps
Same Size oK | Cancel |
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Time Series Plots

Values_A

Time-Series Trend Analysis

BB » e - G B H 6

Time-Series Trend Analysis

iy
a0
e
Tt sen Trere Aratalz

e 03
0 s
Lt otctoge ¢

vz, E

Simple index plot with
chosen time events

Plot as a function of
chosen time events
with trend lines
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Time Series Plot for Data vs. Sampling Events

Seacl lend sver Vi,

Variables Select Event/Time Variable
= | [ D[ Court
I, :’f « Zvete A 3 1%
- |
O Select Values/Measured Data
: ; ‘hrc D Court
H - Vo & 46
Group Variable (Uptional)
Gyt =~
K Cansd
Select Trend Event Variables
Variables Select Event/Time Variable
; ; N i OptionsTimeSeriesEventAndData =)
When checked regression lines oo 388 OFtionTimeSegeshenihnche -
. . . 16
Swval ;
are displayed on time series plot Gt || Dislsy OLS RegressionLine [ Confidence Ceaficient
G-Evert > ¥ Di . < 095
Gdata isplayTheil-Sen Trend Line ! iDat
wolf-event
wolfdata [Cort ]
gbb-event Plot Groups Together :16-
gibbloc I~ Group Graphs Title for Graph:
Must Selecta [ Time Sores Tend Aol
Gﬂ”éc = Time-Series Trend Analysis| ptional)
roups
Same Size oK Cancel | l
—

OK Cancel
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Time Series Plot Identifying Trend in Data

» Time Series plot identifying trend as a function of events

Theil-Sen Trend Line and OLS Regression Line Tima.seriss Trend Anays's
s £FuNTin P "

LS Rearczaion Linc = Bluc
OLSHagress 018102 31781
LSRagress o1 Intercept -298 0210

e
2aib2010
:i Levelof Sgrificanze. 0050
g m 283357
s " 16633
= LCLctS0de 200000
UGt oS
- . 4530
Suatistically signifizani evidence o an ineasirg
trerdetthespesifice eval efsianificanss
40
91 wi a1 o 11 #s

w21
Events_A

» Graph exhibits upward trend which is confirmed by
d test statistics
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Time Series Plots - Comparing Concentrations of
Multiple Groups (Wells)

a5 Select Trend Event Variables S
Variables Select Values/Measured Data Variable
>> Name Count
Wel ID 0 48 [ 1 48
MWHD 2 2 <<
Manganese 3 32
MwW-83 5 32
Mn-89 € 2 . .
MWS 3 1% Group Variable (Optional)
MN9 9 16
1N-33 Mmoo N D (Couni=26) g
0K ncel
o OptionsTimeSeriesData (]
~Select Initial Start Value ~Eventindex Increments ——
[ [
Bventindex GreaterTran 0 Data file should have a group ID

I™ Display OLS Regression Line ’72:' cenes e

Should have same number of

[V DisplayTheil-Sen Trend Line
Minimal Theil-Sen Stats Provided

Eventindex Lobel ' | observations/ sampling events
e Tt Evert ‘ for each group (e.g., MW)
¥ Group Graphs Title for Graph:
Must Selecta
Group Column [ Time-Series Trend Analysis
All Groups
| Same Size ok | cancel ||
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Time Series Plots - Comparing Arsenic in
Upgradient and Monitoring Wells

» Groundwater data from 3 MW wells: Well 1 is upgradient
well, and wells 8 and 9 are MW wells

Time-Series Trend Analysis

s wroun oW
Event

» Graph suggests that As in MW 8 and MW 9 are much
igher than upgradient well 1.

LOCKHEED MARTIN $
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ProUCL 4.1.00

Computing Mean, Variance, UCL95, UPL95, and
Upper Tolerance Limit for Data Sets with
Nondetect (ND) Observations

www.epa.gov/osp/hstl/tsc/software.htm
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Estimation Methods for Data Sets with NDs

» Parametric methods:

> MLE (Normal), Regression on order statistics (ROS)

» Nonparametric methods:

> Substitution, Kaplan-Meier (KM), and bootstrap methods

» For data sets with NDs, nonparametric methods (e.g.,
KM method) are#:Jreferred as distributional assumptions
are hard to justify, especially when

- NDs exceed detected values
> Multiple detection limits (DLs) are present

LOCKHEED MARTIN f$
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Upper Limits for Data Sets with NDs

» TCE data of size 14 has 6 NDs with a single DL = 0.68
Data are :0.81 <0.68 <0.68 0.95< 0.68 <0.68 < 0.68 <0.68
9.291.90.882.98 0.75 5.97

Summary statistics
using detects only

N\

Summary Statistics for Raw Data Sets with NDs using Detected Data Only

Raw Statistics using Detected Observations
Variable Num Ds NumNDs % NDs Minimum Maximum Mean Median SD  MAD/0.67%Skewness CV
TCE 8 6 42.86% 075 928 2541 1425 312 0.956 1541 1.061
TCE-no-out 7 6 46.15% 075 597 2034 095 1917 0297 1822 0543

Data from Drs. Warren and Nussbaum’s Workshop at
2010 NARPM conference
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TCE Data Set with NDs
» Box Plots and Q-Q plots

ROSEst. NDs | Graphs | Outlier Tests Goodness-of-Fit Hypothesis Testing

i Q-Q Plot with NDs for TCE b

7] = Box Plat , [

™ 3 Histogram
§ :: ' Multi-QQ » Full (w/o NDs)
j- T With NDs
P
1

iz a§l Malti-QQ Opticns [EXT]
R (~Disglay Nor-Detects

€ Donot Display Non-Detects
@ Display Non-Detect Values

 Display 172 Non-Detect Values

Box Plot for TCE

Display Pegression Linzs
€ DoNot Display

@ Display Regression Lines

Graghical Disslay Options
@ Coor Gradient

" For Export (BW Printere)

oK | Cancel |
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Gamma GOF Test on Detected data

» Detected data appear to follow Gamma distribution

[Goodness-of Fit | Hypothesis Testing ANOVA Trend Tests Background UCL Window

]Using detects only ‘l

Full »
With NDs » Exclude NDs » Normal

Mormal-ROS Estimates » Gamma

Gamma-ROS Estimates » Lognormal

Log-ROS Estimates »

DL/2 Estimates »

G.O.F. Statistics

GOF Plot for TCE
o
.//l' . .
e o I’ Gamma distributed ‘l
=
IS .
EUR——— 7
£ -
L' -
H -
£ —~
=l ,/"
B -
H -
P
& 2 /'/ -
~ i
e
,r’/’
T
“heoretical Guantles of Gamma Distribution
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Lognormal ROS Method

» LROS data not normal

Normal Q-Q Plot for TCE
Statistics using Log ROS Method

Ordered Observations
g
\
\
\
\
\
\

p-value=0, LROS
data not normal

LOCKHEED "llf'"z$
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Lognormal ROS Method

» LROS data are lognormal; Use parametric H-UCL or bootstrap
method. Data set is of small size, H-UCL can be very large
» If nonparametric bootstrap methods used - just use KM method

Lognormal Q-Q Plot for TCE
Statistics using Log ROS Method

200 —

100 o
@ P
s _— Exact I est valve =0.9/5
= — Crifies] Vali0.05) = 0.374
® oo o =
z a @ no
@ -
2 ~
S -
g
k]
& 200 =
o "

S
200 el
=
2 2 N o o @

Theoretical Quantiles (Standard Normal)
NDs Displayed in smaller font and red color

Uixtrapolated LROS NDs \l || p-value=0.97 ||
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TCE Data Set with NDs

» An y ou tliers? | Outler Tests Goudnessi-uf- it Hypothesis Testing

Full 3
With NDs. >

Exclude NDs
DL/2 Estimates

» At least one outlier = 9.29 (Dixon test), NDs=DL/2

Dixon’s Outlier Test for TCE

Mean 1872
Standard Deviation  2.567

Project team should decide about
Mumber of data =14 . g
10% criical value: 0,432 disposition of 9.29

5% critical value: 0.548

1% critical value: 0.641

-Use it or not use it in computations

1. 9.29is a Potential O utlier (Upper Tail)

Test Statistie: 0.733

For 10% significance level, 3.29 is an outlier.

For 5% significance lev is an outlier.

For 1% significance level, 9.29 is an outlier,

LOCKHEED M‘Rfl'l3$
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UCLs for TCE Data with NDs

UCL| Window Help —ax[_[a] gyl
5 s
FULL » i Variables Selected
Naie T Coul ] Naie o TCout |
With NDs » Normal TcC 0 * TCCrcout + i3
Gamma

Lognormal

Non-Parametric \ ConfidenceLevel [ 57
All

Number of Bootstrop Operations [ zccc

0K Cancel
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UCLs for TCE Data with NDs (with 9.29) - LROS

DL/2 Substitution Method
Mean 1.826 S5% H-Stat (DL2) UCL.
SD 265
Mean (in Log Scale) -0.1
SD (in Log Scale) 1138
Log ROS Method
Mean 1748 S5% t UCL.
SD 27 95% Percentile Bootstrap UCL.
Mezn (in Log Scale)  -0.535 95% BCA Bootstrap UCL
SD (in Log Scale) 1652 S5% H-UCL (Log ROS)
Kaplan Meier (KM) Method
Mean 2002 95% KM (t) UCL
SD 2458 95% KM (BCA) UCL
SEofMean 0702 5% KM (% Boostrap) UCL
95% KM (Chebyshev) UCL
97.5% KM (Chebyshev) UCL
99% KM (Chebyshev) UCL
Potential UCL to Use Data appear Gamma Distributed (0.05)
May want to try Gamma UCLs

86

L4852

3026
3039
3442
1423

3246
3433
3233
5.063
6388
898
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UCLs for TCE Data with NDs (with 9.29) -GROS

95% UCLs (Adjusted for Skewness) 95% UCLs (Adjusted for Skewness)

95% Adjusted-CLT UCL (Chen-1995)  3.333 95% Adjusted-CLT UCL (Chen-1985) 2323
95% Modified-t UCL (Johnson-1978)  3.049 95% Modified-t UCL (Johnson-1378)  3.049

85% Nonparametric UCLs 95% Nonparametric UCLs
95% Bootstrapt UCL 4,905 95% Bootstrapt UCL 5231
95% Hall's Bootstrap UCL ~ 7.983 S5% Hall's Bootstrap UCL. ~ 8.015

95% Gamma UCLs(Assuming Gamma Distribution) 95% Gamma UCLs(Assuming Gamma Distribution)
95% Approximate Gamma UCL ~ 6.843 95% Approximate Gamma UCL  8.858
85% Adjusted Gamma UCL ~ 8.405 95% Adjusted Gamma UCL 113

Caution: GROS yields negative extrapolated values which are replaced by
small numbers: 0.001, 0.0001, ...

Different choices for negative values yield different UCL95
Use of ROS methods should be avoided, use nonparametric KM method
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Background Statistics - UPL, UTL for TCE

Data with NDs

“esting ANOVA Trend Tests | Background | UCL Window Help

Full (w/o NDs) Background Statistics

Normal With NDs Background Statistics

»
»

| —

[

Lognormal

Non-Parametric

Al

|| Prediction intervals for k=1 ||/

T~

Select Varizbles

Variables Selected
Namo D Count Neme. C Court
TCE bl 14
4| TCERoau 4 12
34 Baceground Statistics Dptions
Confidence Level 093
Coverage R
Uitterent or Future K Values 1
| — —7
il Number of Bootstrap Opertions | 2000
o< | Cancs |
[
OK Cancel
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UPL95, UTL95-95 TCE Data with NDs

» Statistics computed with outlier 9.29

Background isti ng Normal

DL/2 Substitubon Method
Mean
sD
Tolerance Factor K
55% UTL 5% Coverage
95% UPL (1)
50% Percentile (z)
55% Percentile (z)
89% Percentile (z)

Note: DL/2 is nota recommended method.

Maximum Likelihood Estimate (MLE) Method
Mean

sD

95% UTL 95% Coverage

95% UPL (1)

90% Percentile (2)

95% Percentile (2)

399% Percentile (z)

1826
285

2812
8755
6885
5223
6186
7592

072
3678
10.34
7465
5436
6772
928

Log ROS Method
Mezn in Log Scale
SD in Log Scale
Mean in Orignal Scale
SD in Original Scale
5% UTL 95% Coverage
957% BCA UTL with 95% Coverage

95% Bootstrap (%) UTL with 95% Coverage

95% UPL (1)
90% Percentile (z)
85% Percentile (z)

9%, Percentile (2

Kaplan-Meier (KM) Method
Mezn

SD

Standard Error of Mean

95% UTL 95% Coverage

95% KM Chebyshev UPL

95% KMUPL (1)

S0% KM Percentile (2)

S5% KM Percentile (z)

93% KM Percentile ()

|| BTVs based upon KM Method \l

S

Brag py it
s,

-0.535)
1652

BTVs using
LROS

1748
27
2288
929
928
121
4366

2724

2002
2458
0.702
8427
13.09

6508
5152
6.045
772

/
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Case Study
Estimating Background Threshold Values (BTVs)
Arsenic Data with Nondetects from a Federal Facility
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Arsenic Data Set from a Federal Facility

Objective: Compute site-specific background level
concentrations/BTVs to compare site data with BTVs

»  Look at your background/reference data graphically
»  Perform outlier tests

Establish background/reference area data set represented
by unimpacted locations

Perform GOF test to determine data distribution

3 Compute UPLs and UTLs to estimate BTV

For added insight - use formal graphical comparisons of
C data with reference BTVs
\ LOCKHEED MA nhﬁ
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Box Plot and Q-Q Plot of Arsenic Background
Data Set of Size 48

Eox Flot for As
n
i

L ay

| Outliers?

i i g
8

Q-0 Plot with NDs for As

Outliers? |~

&

Orderad Obasruationa
¥ 0% & 8 % E 3 5 E 3§

T S
Tasorsteal g (S Neema)

Graphs suggest 22.7 is an outlier; and potentially a
group of 3 intermediate outliers (?) is also present
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Rosner Qutlier Test on Background Data

Mean 4135
Standard Deviaion ~ 4.279
Numberofdata 48
Number of suspected outfiers 5

Potential Obs.
i Mean sd outlier  Number
1 4135 4234 227 19
2 374 335 132 18
3 3524 3.044 122 21
4 2342 2781 12 14
5 3145 2476 9 7

For 5% significance level, there are 4 Potentizl Qutliers
Therefore, Potential Statistical Qutliers are

227.132.122.12

For 1% Significance Level. there is 1 Potential Outlier

Therefore, Observation 22.7 is a Potential Statistical Outlier

Rosner's Qutlier Testfor As

Test Critical Critical
value value (5%) valve (1%)
4385 N 346
2845 31 3.4
2847 309
1114 308
2365 3.08 34

\

22.7,13.2,12.2, 12 are
statistical outliers at 0.05
level of significance

4 outliers:
Test val. > critical val.
Conclude: 4 outliers

5 outliers:
Test val. < critical val.
Conclude: not 5 outliers

Project team should decide about disposition of outliers

Supplement outlier tests with graphical displays

93
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Q-Q Plot of Background As Without 4 Outliers

Q-Q Plot with NDs for As-4-out

§
o

Ordered Obscrvations
O

Theoretical Quantiles (Standard Normal)

Aot out
s - ol Numker of Dace = 44
g Narber of Nor-Detszis - 10

1 Ther of Dieteers = 34
thean =413
sd-2/768

3208

3440

relaion, R=0.3253

QéQ plot of Arsenic without 4 outliers - NDs shown in red
Graph does not display a linear pattern
Background arsenic does not follow normal distribution

94

. \ \
\ \\
LAY \
\\
AN
AN

LOCKHEED M‘Rfl'l3$

94



Summary Statistics for Background/
Reference Area and AOC Data Sets

FromFile: C:

UCL-webi i i inarsli  AOC_BK_NO_As-usexis wst

Summary Statistics for Raw Data Sets with NDs using Detected Data Only

Raw

. Variable Num Ds NumNDs % NDs Minimum Maximum Mean Median SD  MAD/0.67%Skewness CV
Site AOC Data Asos(al) 66 B 1646% 08 107 a7is | a4 | 175 126 1405 0471
As_outé (a18) 87 0.00% 0@ 7 33 33 1613 1631 0256 043
hsoud(a22) 2 833% 21 a5 31 e 0672 059 -0z2  01%

B As_outt (s0c-10) 19 0.00% 0.65 6 382 42 1502 133 -0851 0.383

oo ®ooono
o

Bs_outt (soc-11) 68 0.00% 073 878 | 84T 38 M2 188 eo@ 1741
s ot (oc12) 53 03 821 7412 258 1812 1468 3gm | 24%
s ot (s0020) 42 1765% 03 181 2747 2M5 238 129 366 0869
fs_outd (s0c) 10 0.00% 25 57 36 345 104 0815 1089 028
|| Background Data I As_ow(acc) 14 0.00% 12 272 g4 35 9115 2817 112 10M
S Asout(bh) % 0 27 0 9 3797 29 2456 2001 0805 0647
f_oub(ge) 19 3 136 08 58 307 33 1402 177 015t 048t
fs_ob(s2) 15 & amw 1 599 681 51 7814 224 4918 1182

Lo ot (s5) 60 0 1429% 08 65 273 23 1504 163 05% 085
As_outd (satn) 71 o oo 051 a4 7765 35 1898 252 | 58® 244
As_outé (s34-hsp) 3 1 25.00% 0.78 22 1683 21 0.783 0.148 -1.701 0.468

4 outliers excluded from background
(As-out4 (bk)) data set

LOCKHEED "llf'"f$
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GOF Test for Reference Data Set

» Background data set has 10 nondetects

» For data sets with many NDs, it is not easy (nor
needed) to justify distributional assumptions

» Use of nonparametric method such as KM method
is suggested to compute BTVs

KM (1958) method is a nonparametric method used on data sets
with NDs to estimate population mean, standard deviation,
standard error of mean, UCLs, UPLs, and UTLs

LOCKHEED MARTIN $
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Estimates of BTV Using KM Method

Background data set of size 48 was collected
Background data screened for outliers
Identified outliers removed - Project team should get involved

Kaplan-Meier (KM) Method

Kaplan-Meier (KM) Method Mean 3.742
Mean  3.147 SD 328
so 2441 Standard Error of Mean  0.486
Standard Error of Mean  0.374 95% UTL 95% Coverage  10.55
95% UTL 95% Coverage 8251 85% KM Chebyshev UPL 1821
95% KM Chebyshev UPL  13.91 S5% KMUPL() 9313
95% KMUPL( 7297 S0% KM Percentile (z) ~ 7.951
90% KM Percentile () 6276 95% KM Percentile (z) 9.144
95% KM Percentile () 7162 99% KM Percentile (z) 1138
99% KM Percentile (z)  8.826 95% KM Simultaneous Upper Limit ~ 13.37

5% KM Simultaneous Upper Limit  10.24
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Expanding Site-Specific Background Data

3 PRP suggested to expand existing background data by
including onsite AOC data comparable to background

»  Since a background data set of size 48 is already
available, BTV is computed using background data; and

3 Observations less than BTV are considered coming from
background population (common practice in background
gvaluation studies) establishing the expanded background

ata set.

LOCKHEED MARTIN f$
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Extracting Site-Specific Background Data

»  However, when background data are not available,
one can potentially extract background data from
onsite data using normal Q-Q plots and population
partitioning methods (e.g., Singh, Singh, Flatman,
1994, Math Geology).

»  Since background data were already collected,
Bopulatloncr)artltlonlng was not used to extract
ackground data from onsite data.

A scenario extracting background data using onsite
data is considered for illustration purposes.

LOCKHEED MARTIN f$
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Expanding Site-Specific Background Data
Based upon BTV

»  All onsite arsenic values less than BTV = UTL95-95
(=8.25 without 4 outliers) are considered as coming
from background population.

»  This resulted in expanded background data of 639.

»  Formal Index Plots and Q-Q plots of reference and
AOC data sets using original background data
(without 4 outliers and 1 outlier) and expanded
background data are shown next.

LOCKHNEED MARY'"/$

100

These graphs with horizontal lines at BTV estimates represent formal graphical
displays.

Onsite observations exceeding the BTVs may represent locations not belonging to
site background population.

These onsite locations may require further investigation.
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Statistical Software Scout 1.1

»  Both ProUCL4.1 and Scout1.1 software packages
were used to establish expanded background data

»  Scout with advanced %racf)hlcal capabllltles and
robust statistical met s was developed by
Lockheed Martin for NERL-EPA Las Vegas

»  An older Scout 2008 Version 1.0, its User and
Technical Guides can be downloaded from EPA ESD

website:

LOCKHEED MARTIN f$
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Formal Graphical Displays Generated by Scout 1.1

4

Scout can generate graphical displays including Index
Plots and Q-Q plots by groups.

These graphs can be formalized by displaying
horizontal lines at decision statistics such as UPLs,
upper percentiles, and UTLs.

On graphical displays, Scout can label observations b
values, group ID, observation numbers- providing a formal
visual comparison of background and AOC data sets.

At present ProUCL cannot generate formal Index
plots and cannot label observations by group IDs.

LOCKHEED MARTIN f$
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Q-Q plots Using Original Background (without
4 outliers) and AOC Data Sets

Q-Q Plot for As_out4 Statistics
1512 (Baeed on dieo zyed data)
1428 1440 (NDs = DL Vzlues shown in Larger Fents
2 e
1228 NC -1
128
« 1020
c o
S =o e
£ o -
é 728 6E6
T w20 Outlier 22.7 = 50
-g 528 | B As_outs (a14)
S a | outliers 12, 12.2,13.2 || et ot
328 | o #E vin-0.62
238 186 o ,' ::n-:um
L2 T &2 LR, : ofie L. Vedian =33
=2 D 40 i W By by e A TR 4 s - :‘;ig
12 28 18 08 c2 12 22 28 Senness =038
Theoretical Quantiles (Standard Normal)
W2t @a A2 D 20210 @aoctt —aocez | 20020 Heces WaooT bk Mlge 2 6 Asatit §sasksp N B
Graph compares As in AOCs and original background without 4
outliers (positions of removed outliers shown on graph).
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Q-Q Plots Using Expanded Background
Data without 4 Outliers

Multiple Q-Q Plots with NDs As_outé (a1)
Total Number of Data =2
i for As_out4 ... Number of Men.Detects = 0
T + Number of Neterts =2
Man =9 807
i Sd =7 5071
1200 Slope =14420
11000 Inte-cept = 9.3500
E 10000 Cor-elaicn R=1.0000
IS ’ As outt (acc11)
g ¢ Total Numbzr of Data =11
S oy Numper of Hcn-Uetects =0
2 nw 4 Number of Detects = 11
g 6000 o 1 Mzan =2°. 1458
i Sd=230980
g + 0 Slope =13.6415
= 4000 & Inle cepl = 21.7455
3000 eI Curduicn R=076°9
2000 B e S As_oulé (ace-12)
- 3 % @ Total Number of Data -5
R o eon, o ORI o S Number of Hen-Defects - O
D[ Number of Detects - &
000 Mzan =53.£030
5 a N o N @ > Sd - 358260
Theoretical Quantlies (Standard Normal) ok
Inte-cept - 63.80£0
[ As_outa (a1) (@ As_outa(zoc-11) A As_outa(aoc12) As_0utd (30C-20) @ as_outa(aoc-/) —as_oud(expna-tk) | As_oute (s2) =as_oute (sat-n)

Graph identifies onsite observations that are significantly
higher than background population
Graph generated by ProUCL
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Q-Q Plots Using Expanded Background
Data without 4 Outliers

As (Surface, 4 out.) - Onsite and Expanded Background combined and AOCs
152

salgint
128 i

1328
128
128

120
g

g = %l
z s 2

g 20612

Boes L
o s -

e e
8

© 28/ *
20

28 . -

128

qe <4 03 10
Theoretical Quantiles (Standard Normal)

Be  @ectt Aseer2 soedt Dent —exnink |32 et

Graph identifies onsite observations that are significantly higher
than background population
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Formal Index Plot of Expanded Background
Data (without 1 Outlier) and AOC Data Sets

Index Plot with NDs by Groups for As_out1

1656 ‘
158 ‘
1358 ‘

sagtnt

| UTL 95-95(w/0 1 outlier) |

126 |

156

'“?-;x*“ ” Retained background outliers: 13.2,12.2, 12 ||

| UTL95-95(w/0 4 outliers) |

Mzan (* 24flie’) = 3742

861 AT Nean( 4 outiers) =3 147 UTL 3695 (1 oulier) = 1053 e
X2 . [} UTLS5-95 (4 outlers) =38.25|
56252
14 T T T T
30 100 150 200 50 350 420 <50 500 880 60C 850 700 T50
Index of Observations
NDs Displayed In Larger Font
a1 @aoc-tl Maoc12 D a0c20 Dasz7 —expndx || 52 +satta:

Graph shows BTVs (and mean) computed using background data without 1 and also

without 4 outliers.
AQC-7, AOC-11, AOC-12, AOC-20, S2, Sal-TNT exhibit higher AS than background

LOCKHEED "llf'"f$
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Formal Index Plot of Expanded Background
Data (without 4 outliers) and AOC Data Sets

Index Plot with NDs by Groups for As_outd

1458 ‘430

3853
3213
8

Observations
3

5 |‘ BTV without 1 outlier ||

i BTV without 4 outliers
A

@2

HELH A H B g

H 1232 ] -
o §% \,,M“‘w,c,m,nl_k_& ; UTL 935 > 1 outien) - 1055

. Mot |l =375 A Vean iwi> & outizrs) =3 147 - Taxinum Non-Btet=45 = -
€50 700 T4
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Extracting Background Data from Onsite
Data Using Population Partitioning
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Q-Q plot of Arsenic using all data (757 points) from background and AOCs
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Extracting Background Data from Onsite
Data Using Population Partitioning

» Background outlier 22.7 represents an impacted location

» Elbow of Q-Q plot seems to be around 9-13 and inflection
point is around 15 (cutoff between Arsenic in background
and onsite locations)
> Project team should make a decision about which value to

select as the cutoff point

» AOC arsenic less than 9-13 may be considered as
representing site-specific background:
> Onsite values <13 may be used to establish extracted site-
specific background data and compute BTV estimates based
upon extracted background data

LOCKHEED MARTIN f$
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Summary - Establishing Background
Data and Estimating BTVs

» Establishing background data sets:

» Collect appropriate amount of data from background
locations

- Make sure that no outliers and/or multiple populations are
present in background data set

- Use Q-Q plots to visualize data for additional insight about
extremeness of outliers and/or multiple populations

- Q-Q plots help Project Team in determining which values represent
potential outliers not belonging to background population

- This information cannot be obtained by using outlier tests alone

LOCKHEED MARTIN f$
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Summary - Establishing Background
Data and Estimating BTVs

» Based upon CSM/historical information, Project Team
should decide about disposition of identified outliers
- include or not include them in BTV calculations

» Perform GOF tests to determine data distribution

» Depending upon data distribution and frequency of
nondetects in background data, use an appropriate
(e.g., UTL95-95) parametric or nonparametric
method to estimate of BTVs

> Compute UTL95-95 to establish BTVs

LOCKHEED MARTIN f$
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Summary - Establishing Background
Data and Estimating BTVs

» In case of uncertainties (e.g., at large Federal

Facilities), background data can be established in
more than one way:

Collect data from background locations;
Expand background data by including onsite data
comparable to collected background data;

- Extract site-specific background data from available
onsite data

- Population partitioning methods based upon Q-Q plots can

be used to extract site-specific background data from
onsite data

LOCKHEED MARTIN f$
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Summary - Establishing Background

Data and Estimating BTVs

» Project Team should determine the appropriateness
of extracted background data from onsite data

» Use of more than one method to establish
background data set provides managers more
options which can help them in:

- Making cost effective and defensible decisions; and
- Risk management evaluations

» Consult a statistician for clarification and discussing
the best approaches to establish background data
and estimate BTVs

LOCKHEED MARTIN f$
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Resources & Feedback

» To view a complete list of resources for this
seminar, please visit the Additional Resources

* Please complete the Feedback Form to help
ensure events like this are offered in the future

Technology Innovation Program

Need confirmation of
your participation today?

Fill out the feedback form

/ and check box for

confirmation email.
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