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EXECUTIVE SUMMARY

The objective of this study was to evaluate the performance of innovative tracer
techniques for dense nonaqueous phase liquid (DNAPL) characterization and in-situ cosolvent
and surfactant flushing for DNAPL removal in an isolated test cell (3.0m x 4.5 m x 12.3 m)
located at the Dover National Test Site. As part of a larger project to assess the performance of
several in-situ flushing technologies for DNAPL source removal, it involved controlled releases
of up to 100 L of perchloroethylene (PCE) into test cells for each remedial technology.
Subsequent to PCE release, two partitioning tracer tests were conducted: one before and another
after the remedial test. The first remedial demonstration, cosolvent flushing, was conducted by
the University of Florida (UF), and the second remedial demonstration, surfactant flushing, was
conducted jointly by UF and the University of Oklahoma (OU). The focus of this report is the
four partitioning tracer tests and the cosolvent flushing demonstration.

In situ cosolvent flushing is an innovative technique where cosolvents, such as alcohols,
are flushed through source zones containing nonaqueous phase liquids (NAPLs). Cosolvents
increase the quantity of contaminants transported in the flushing fluid by increasing the
solubility, desorption, and mass transfer rate of the NAPL components or by free-phase
mobilization through reduction in the NAPL-water interfacial tension. For this demonstration,
an ethanol solution, ranging from 95% to 60% volumetric fraction, was used to flush the cell.
Based on the phase behavior of the water-ethanol-PCE system, the main remedial mechanism
was enhanced dissolution. By mass balance, it was estimated that 83 L of PCE were present in
the test cell at the start of the test. Over a 40-day period, 64% of the PCE was removed by
flushing with the alcohol solution. The maximum PCE concentration in the flushing effluent
ranged from approximately 1,500 to 3,500 mg/L. High removal efficiencies at the end of the
demonstration indicated that more PCE could have been removed had it been possible to
continue the demonstration. Results from pre- and post-flushing partitioning tracer tests
overestimated the treatment performance, however, both tests missed significant amounts of
PCE. Inaccessibility of the tracers to PCE may also mean that some PCE was inaccessible to the
alcohol solution, which may explain why more PCE was not removed. The flux-averaged
aqueous PCE concentrations were reduced by a factor of 3 to 4 in the extraction wells that
showed the highest PCE removal. The ethanol solution extracted from the test cell was recycled
using activated carbon and air stripping treatment. Both treatment processes were successful in
removing PCE for recycling purposes, while having minimal impact on the ethanol content in
the treated fluids.

Preliminary results from the surfactant flushing demonstration indicate that about 70%
(49 of 70 L) of the initial PCE volume was removed over a 43-day period. When comparing this
result to that of the cosolvent flushing demonstration (53 of 83 L), it should be recognized that
the test conditions were not identical. The PCE distribution in the two tests may have been
different, and the pumping pattern used in the two tests was different.

Two general observations can be made based on the results from the first three
partitioning tracer tests: (1) the PCE volume predicted varied within each test depending on the
partitioning tracer, and (2) the predicted PCE volume was less than expected, even when using
the data for partitioning tracers with the largest partitioning coefficients (18% to 80% of the
expected volume). In contrast, the last partitioning tracer test displayed relatively little
prediction variation, and its predicted PCE volume was larger than the expected PCE volume
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(143% for the tracer with the largest partitioning coefficient). However, the similarity in
predicted PCE volumes between Test 3 and Test 4 (pre- and post surfactant flushing), at least for
the tracers with the highest partitioning coefficients, does not agree with the preliminary results
of PCE volume removed during the surfactant flood, and calls into question the reliability of the
test results. An increase in background sorption of tracers due to the presence of residual
surfactant sorbed to the aquifer matrix was the likely reason for larger retardation. Finally,
uncertainties introduced in accounting for tracer degradation were significant in the first
partitioning tracer test. The estimates of PCE volumes ignore background tracer retardation, and
would be even less if corrections were included.
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1. INTRODUCTION

1.1. Project overview

The objective of the study was to evaluate the feasibility and effectiveness of in-situ
flushing techniques for DNAPL source-zone remediation, as well as partitioning interwell tracer
tests for characterizing DNAPL volume and distribution. The United States Environmental
Protection Agency (EPA) National Risk Management Research Laboratory sponsored a project
to assess the performance of remedial technologies for DNAPL source removal. In this project,
researchers at EPA and five universities agreed to perform a series of DNAPL remedial
demonstrations at the Dover National Test Site (DNTS). The DNTS is located on the Dover Air
Force Base (AFB) in Dover, Delaware, and includes facilities for field-scale remedial
experimentation (Thomas, 1996). In these demonstrations, EPA researchers created the DNAPL
source zone within the test cells by releasing up to 100 L of PCE under controlled conditions.
Release of perchloroethylene (PCE) into the cells was approved by the Delaware Department of
Natural Resources and Conservation (Noll et al,, 1998). Information on the volume and
distribution of the PCE released was not revealed to the university researchers until the
completion of their remedial demonstrations. Each remedial demonstration included two
partitioning tracer tests: one before and another after the remedial test.

The first remedial demonstration, conducted by the University of Florida (UF), was
enhanced dissolution by in-situ alcohol flushing. The second demonstration, conducted jointly
by UF and the University of Oklahoma (OU), was enhanced dissolution by surfactant flushing.
In the second demonstration, UF served as the lead investigative team for both partitioning-
tracer tests, with OU providing support. For the surfactant flushing demonstration, OU served as
the lead investigative team with UF providing support. Results from the surfactant flushing
demonstration included herein are limited to those necessary for the discussion of the associated
partitioning tracer tests, and for a preliminary comparison to results from the alcohol flushing
demonstration. Table 1-1 summarizes the activities conducted in the cell, from the beginning of
the project through to the end of the post-surfactant partitioning tracer test.

The remainder of this section provides information on the test cell construction,
instrumentation, and geology. Section 2 summarizes laboratory and other work conducted in
support of the field demonstrations. Sections 3 and 4 present the results from the partitioning
tracer tests and cosolvent flood, respectively. Performance evaluations are discussed in Section
5, and a summary with recommendations are given in Section 6.

1.2. Site background

The demonstrations were conducted in an isolated test cell, constructed using Waterloo
sheet piling with interlocking joints driven into the clay confining unit (Starr et al., 1992), and
surrounded by a second enclosure of sheet piling forming a secondary containment barrier. The
cell was instrumented with 12 wells, 18 release points, and 18 multi-level sampler (MLS)
locations (Figure 1-1). Each well was screened from 6.1 meters to 13.3 m below ground surface




Table 1-1. Activities conducted in the cell.

Activity Date
Hydraulic Test September 5 - 8, 1997
Background tracer test May 28 - June 4, 1998

First Controlled PCE Release
Conservative Interwell Tracer Test

June 10-12, 1998
June 19 — 26, 1998

Pre-Cosolvent Flood Tracer Test (Test 1) | July1-12,1998

Ethanol Flushing Test February 2 - March 12, 1999
Post-Cosolvent Flood Tracer Test (Test2) | May 7-19, 1999

Vertical Circulation Tracer Test December 14 - 15, 1999
Second Controlled PCE Release March 13, 2000

Pre-Surfactant Flood Tracer Test (Test 3) | June 13 - 30, 2000

Surfactant Flushing Test August 2 - September 15, 2000
Post-Surfactant Flood Tracer Test (Test4) | October 9 -26, 2000
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Figure 1-1. Cell instrumentation layout (plan view).

(bgs). Release points terminated at 10.7 meters below grade with a sampling port located just
above each release point at approximately 9.9 meters. Each MLS location had 5 vertical
sampling points spaced 0.3 meters apart, distributed on a tetrahedral grid over the bottom 1.5
meters of the cell.
The site geology consisted of the Columbia Formation, characterized by silty, poorly
sorted sands, underlain by the Calvert Formation, the upper portion of which was characterized
) by silty clay with thin layers of silt and fine sand (Noll et al., 1998). This layer formed the
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confining unit into which the sheet pile was driven. Boring logs from the wells installed in the
cell generally indicated alternating layers of silty sand, poorly sorted sand, and well sorted sand
over the logging interval from approximately 10.1 to 12.5 m below grade. The presence of iron
oxides was also noted in several logs. The depth to clay measured at each well location is shown
in Figure 1-2. The clay is generally lower in the middle of the cell (wells 46, 45, and 56), and in
the northeast corner (well 53 and 54), which suggests the potential exists for DNAPL pooling
and subsequent hydrodynamic constraints in these areas. Based on the hydraulic gradient
measured under steady flow during hydraulic testing, the estimated hydraulic conductivity
} averaged over the cell was approximately 2.5 m/day.




Figure 1-2. Depth to clay from grade measured at each well, and the estimated clay-surface
contours based on that data (Plan view).

2. SUPPORTING INVESTIGATIONS

Various activities were conducted in support the field-scale demonstrations. Laboratory
work was conducted to estimate tracer partitioning coefficients, tracer background retardations,
impacts of residual flushing agents on partitioning tracer performance, and impacts of pumping
pattern on partitioning tracer performance. Modeling work was also completed to help select the
best pumping pattern to use during the partitioning tracer tests. In support of the cosolvent
flood, work was conducted to estimate the solubility of PCE in the cosolvent solutions, and
mobilization of PCE during cosolvent flushing. In addition, work was completed to quantify the
uncertainty of the field demonstrations based on measurement uncertainty.

2.1. Determination of Partitioning Coefficients

Methods. The partitioning tracers used in the field tests are listed in the order of
increasing hydrophobicity in Table 2-1. To estimate the tracer partitioning coefficients, batch
experiments were conducted at UF using tetrachloroethylene (PCE) purchased from Arcos
Organics (99% pure). Volumetric NAPL:water ratios of 1:10, 1:20, and 1:100 were prepared in
40-mL vials with different tracer solutions. The tracer solutions were produced by serial dilution
of a stock tracer solution, the concentration of which was similar in magnitude to the tracer
injection concentrations used in the field. Each tracer solution was mixed with the PCE at a
specified volume ratio, rotated

overnight, and then allowed to settle

for approximately two hours before | Table 2-1. NAPL-water partitioning coefficients.
analysis. The equilibrated aqueous

samples were analyzed for alcohol Tracer Knw R?
tracers using a gas chromatograph |, hexanol 8 0.992
with a flame ionization detector 3-heptanol 25 0.995
(GC/FID). In order to minimize co- | 3 4.dimethly-3-pentanol 30 0.993
tracer effects (Dai, 1997; Wise et al., n-heptanol 32 0.997
1999), batch experiments were | 2_gctanol 110 0.990
conducted wusing two suites of . 2-ethyl-1-hexanol 120 0.983
tracers:  suite 1 consisted of n- | ,_octanol 170 >0.98
heptanol and 2-ethyl-1-hexanol, and | 3 5 5.trimethyl-1-hexanol 230 0.992

suite 2 consisted of n-hexanol; 2,4-
dimethyl-3-pentanol; 2-octanol; and
3,5,5-trimethyl-1-hexanol. These were used to represent the tracer suites used in the field
experiments. Two tracers used in the first field experiment, 3-heptanol and n-octanol, were not




included in these batch experiments. Separate batch experiments were conducted using 3-
heptanol; 2-octanol; and 2,6-dimethyl-2-heptanol at NAPL volume ratios of 1:5, 1:10, and 1:20.

Results. Estimates of tracer partitioning coefficients, based on linear regression (with zero
intercepts) of results from the batch experimental results, are presented in Table 2-1 along with
the coefficient of determination (r?) from the linear regression. The equilibrium concentration of
the partitioning tracers in the PCE as a function of their aqueous phase concentration is shown in
Figure 2-1. All tracers show deviation from linear partition at higher concentrations. This non-
linear behavior was observed by Dai (1997), and has been discussed by Wise et al. (1999) and
Wise (1999). To prevent complications due to non-linear partitioning behavior, tracer tests
should be designed such that the concentration of the injected tracer are within the linear range
of the partitioning data. Injecting tracers at concentrations sufficiently low to ensure linear
partitioning, however, is not always practical due to the need to accurately quantify the tracer
concentrations in the tails of the breakthrough curves. Using a linear analysis of partitioning
when the partitioning process is nonlinear, as observed here, results in a systematic overestimate
of NAPL saturation (Wise, 1999). This conclusion is based on the nature of the partitioning
process (i.e., upward concavity as shown in Figure 2-1, and Wise et al., 1999), and on the
assumption that the “linear” partitioning coefficient is derived from the low-concentration region
of the isotherm, where a linear fit to the data is justified (see Figure 2-1, and Wise 1999).

2.2. Background Tracer Sorption

Methods. A column experiment was conducted to investigate the extent of alcohol tracer
sorption onto the soil matrix. The column, approximately 2.5 cm in diameter and 5 cm long, was
packed with soil from core samples taken from the test cell. A tracer suite consisting of
methanol; n-hexanol; 2,4-dimethyl-3-pentanol; 2-octanol; and 2,6-dimethyl-2-heptanol was
flushed through a column for approximately 5.5 pore volumes.

Results. Estimates of background retardation of tracers are summarized in Table 2-2, and
ranged from 1.003 for n-hexanol to 1.017 for 2,6-dimethyl-2-heptanol. These values are
generally low, and indicate that sorption of the alcohol tracers onto the soil from the cell should
not pose a significant problem

relative to the target retardation
of 1.2, as recommended by Jin

Table 2-2. S of back d retardati 1
et al. (1997) for reliable NAPL- able ummary. of background retardation values

resulting from alohol tracer sorption onto the soil matirx.

volume predicitons. Using -
partitioning coefficients of 8 and Equivalent
218 for n-hexanol and 2,6- Background PCE
dimethyl-2-heptanol, Tracer Retardation Saturation
respectively, the estimated | 7-Hexanol 1.003 0.0004
(false) PCE saturation 2 ,4-Dimethyl-3 -pentanol 1.003 ~0.0001

: 2-Octanol 1.016 0.0001

2,6-dimethyl-2-heptanol 1.017 0.0001
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associated with these retardation values are 0.0004 and 0.0001.

Figure 2-1. NAPL-water partitioning batch experiments. Slope of line represents tracer

partitioning coefficient (Kyy). The NAPL:water ratios used in the batch experiments were 1:10
(diamonds), 1:20 (squares), and 1:100 (triangles).
2.3. Partitioning Tracers and Residual Flushing Agents

Methods. Batch experiments and column displacement experiments were conducted to
investigate the impact of residual cosolvent and surfactant flushing solutions on NAPL volume
predictions using partitioning tracers (See Cho et al., manuscript in preparation, Appendix A).
The experiments were conducted using three cosolvent solutions (ethanol, fert-butanol, and




isopropanol) and three surfactant solutions [DowFax 8390 (alkyl diphenyl oxide disulfonates),
Brij 97 (polyoxylethylene(10)oleyl ether), and AMA 80 (dihexyl sulfosuccinate)]. These
surfactants were identified as having optimal solubilization profiles for PCE (Sabatini, OU,
personal communication). The tracer suite used in the experiments consisted of one
nonpartitioning tracer (methanol) and three partitioing tracers (n-hexanol, 2-methyl-3-hexanol,
and 2,4-dimethyl-3-pentanol). Perchloroethylene was used as the DNAPL in all experiments.
Batch and column experiments were conducted to measure the tracer partitioning coefficients in
various cosolvent fractions (between 0 and 10%) and surfactant fractions (0 to 0.5%).

Results. Batch experiments indicated that partitioning coefficient values were a function of
the cosolvent type and concentration. The tracer partitioning coefficients linearly decreased with
increases in ethanol cosolvent, and linearly increased for increases in tert-butanol cosolvent
fractions, but did not change with increases in isopropanol.  Results from the column
experiments with residual ethanol cosolvent were consistent with the batch test results.
Partitioning tracers underestimated the PCE saturation by 1 to 10% as the cosolvent fraction was
increased due to reductions in partitioning tracer retardation. The impact of residual cosolvent
was found to decrease as the PCE saturation increased.

Batch equilibrium tests with residual surfactants (* 0.5 % ) showed that as the fraction of
surfactants increased, the partitioning coefficients linearly decreased for DowFax 8390, and
slightly increased for Brij 97, but remained unchanged for AMA 80. Results from column tests
through clean sand media with residual DowFax 8390 were consistent with the batch test results.
Column results with residual surfactants without NAPL showed false indications of NAPL;
AMA 80, Brij97, DowFax 8390 gave false NAPL saturations of 0.24, 4.3, 23 %, respectively
(see Figure 2-2). Since AMA 80 produced the least interference with the partitioning tracers in
the laboratory experiments, it was selected for use in the field surfactant flushing demonstration.

2.4. Cosolvent Fraction, PCE Solubility, and Interfacial Tension

Methods. Laboratory experiments were conducted to investigate the relationship between
cosolvent fraction and PCE solubility, and cosolvent fraction and equilibrium interfacial tension
(Van Valkenburg, 1999). Ethanol and isopropyl alcohol were used as the cosolvents. Various
cosolvent fractions were mixed with PCE at a 1:1 ratio in 40 mL vials, and allowed to equilibrate
on a mechanical rotator for 48 hours, and subsequently settle for 24 hours. Ageous samples were
then collected from the vials and analyzed for PCE using a GC/FID, and for interfacial tension
using a Du Nuoy ring tensiometer.
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Figure 2-2. Results from column experiments with A) no surfactant, B) AMA 80, C) Brij 97,
and D) DowFax 8390 residual surfactant solution and no NAPL. Shown are BTCs for the
nonpartitioning tracer (methanol, plus symbols) and partitioning tracer (hexanol, circles).
Adapted from Cho et al. (2001, Appendix A).

Results. Loglinear relationships were found to more accurately predict PCE solubilities at
higher cosolvent fractions (> 50%), while deviations from the log-linear model were observed at
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smaller (<50%) cosolvent volume fractions (Figure 2-3). The cosolvency power for the log-
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linear model of PCE solubility in an ethanol-water solution was estimated as 3.73. A log-linear
model was developed to describe the relationship between interfacial tension and cosolvent
fraction (Figure 2-4). It was determined that the PCE solubility could be used to accurately
predict interfacial tension for cosolvent fractions of interest to NAPL remediation.

2.5. PCE Mobilization During Cosolvent Flushing

Methods. Two-dimensional flow chamber (61-cm width, 39.4-cm tall, and 1.4-cm thick)
studies were conducted to determine qualitative and quantitative performance of cosolvents
targeted at pooled PCE residing above a finer capillary barrier (Van Valkenburg and Annable,
2001, submitted to Journal of Contaminant Hydrology, See Appendix A). Three types of studies

Figure 2-3. PCE solubility as a funciton of cosolvent fraction (Van Valkenburg, 1999; Figure 2-
2).
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Figure 2-4. Interfacial tension as a funciton of cosolvent fraction (adapted from Van
Valkenburg, 1999; Figure 2-7).

were conducted: 1) step inputs of reagent alcohol (90.4 volume % ethanol, 4.6 volume %
methanol, and 5.0 volume % isopropanol), which produced essentially no PCE swelling, 2)
gradient input of reagent alcohol, and 3) step inputs of tertiary butyl alcohol (a PCE swelling
alcohol). The chamber was packed with 20/30 Ottawa sand, and included a capillary barrier
consisting of a 1-cm thick sand lens. The capillary barrier consisted of 100-140, 60-70, 40-50,
and 30-40 sieved sand. The PCE was colored with Oil-red-O dye, and was injected into the
sand media approximately 1 cm above the capillary barrier using a syringe with a 16 gauge long
stainless steel needle. Between 2.7 to 3.5 ml of PCE were injected and remained in the media.

Results. Downward mobilization of DNAPL, up gradient along an overriding cosolvent
front, was observed. This produced significant pooling above the capillary barrier that in some
cases led to entry into the capillary barrier. Entry pressure calculations provided excellent
predictions of DNAPL breakthrough into the capillary barrier. A gradient injection of cosolvent
did not appear to provide any benefit because of the rapid decline in interfacial tension compared
to the rate of DNAPL solubilization. Use of the swelling alcohol (tertiary butyl alcohol) resulted
in DNAPL swelling and reduced entry into the capillary barrier. However, entrapment of
swelled PCE could potentially lead to longer remediation times. Based on these results, it was
decided to inject the cosolvent solution during the field demonstration using a step change from
water, rather than injection using a concentration gradient.

2.6. Moment and Partitioning-Tracer Uncertainty Analysis

Methods. General stochastic methods were investigated whereby the uncertainty in volume
and concentration measurements were used to estimate the uncertainty of the zeroth and
normalized first moments. These methods were based on the assumption that moments are
calculated from the breakthrough curves by numerical integration using the trapezoidal rule.
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The uncertainty associated with the NAPL volume estimates using partitioning tracers was then
quantified by propagating uncertainty in moments to NAPL volume estimates (Brooks, 2000).

Results. The relative uncertainty in the moment was found to be less than that for relative
volume and concentration measurements. The normalized first moment was impacted less than
the zeroth moment. Moment uncertainties were more sensitive to concentration uncertainties as
opposed to volume uncertainties. Propagation of moment uncertainty through the partitioning
tracer theory quantitatively indicate how the uncertainty in NAPL volume grows as the
retardation factor decreases. These errors have been found to be relatively small; less than 10%
for retardation factors greater than approximately 1.2. These results are in agreement with those
presented by Dwarakanath et al. (1999) and Jin et al. (2000).

2.7. Partitioning Tracers and Nonuniform Flow Fields

Methods. James et al. (2000, see Appendix A) developed a method to predict the NAPL-
saturation spatial distribution using partitioning tracer data collected from MLSs. The method
used a Gauss-Newton procedure to estimate the spatial distribution of the log NAPL/water
volumetric ratio (Y) that minimized the weighted sum of the deviation of modeling-predicted
temporal moments from their measured values, and the deviation of Y from prior estimates. The
moment sensitivities and the estimation error covariance calculated in the method can be used to
evaluate the information obtained from various pumping schemes for a given NAPL distribution.
Three pumping configurations (line drive, double five spot, and inverted double five spot) and
two NAPL spatial distributions (random, spatially-correlated NAPL field and block of NAPL)
were investigated.

Results. The model simulations indicated that the double five spot and the inverted double
five spot produce temporal moments that have a higher sensitivity to NAPL/water volumetric
ratios and more accurate NAPL-saturation spatial distribution estimates than the line-drive
pattern. The improved estimation of the five-spot pattern over the line-drive pattern is a function
of the NAPL distribution, and therefore cannot be generalized to all cases. It was recommended
that the developed method be used prior to partitioning tracers test to investigate several
pumping configurations to determine the water velocity distributions, the sensitivities of tracer
moments to NAPL distribution, and a preliminary estimate of the estimate of the reduction in
NAPL estimation error for each configuration. The configurations investigated were based on
the Dover field site. Based on the preferable performance of the five-spot pattern over the line-
drive pattern, the five spot pattern was employed in for the subsequent field tracer tests.
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3. PARTITIONING TRACER TESTS

A total of six tracer tests were conducted in the cell between May, 1998 and October, 2000
(Table 1-1). One tracer test was conducted prior to the first release of PCE into the cell to
assess background sorption of tracers (hereafter referred to as the background tracer test). Three
tracer tests were conducted between the first and second PCE release, and two were conducted
after the second release. The first tracer test after the initial release was conducted to investigate
non-reactive transport characteristics in a line drive flow pattern using bromide as a
nonpartitioning tracer. EPA researchers conducted this test and the results were not used in the
design or interpretation of the partitioning tracer tests, and as such are not discussed here. The
remaining four tracer tests were conducted to characterize the PCE in the cell before and after
the cosolvent flood (referred to as Test 1 and Test 2, respectively), and before and after the
surfactant flood (referred to as Test 3 and Test 4, respectively). Brooks et al. (2001, Appendix
A) present the results and a discussion of these tests, and this section is an abbreviated version of
that work.

Each of these tests followed the same general experimental protocol: pulse injection of a
tracer suite followed by water injection for a specified period, collection of well effluent samples
over the test duration, laboratory analysis of the samples, and moment analysis of the resulting
breakthrough curves (BTCs). Tracers used in the tests are summarized in Table 3-1. Samples
were analyzed for alcohol -

Table 3-1. Tracers used in the partitioning tracer tests. The

tvf,?fhe " 2}’ gilsarcnhéom?;gg:gl;i partitioning coefficients (KNW) are for PCE-water
detector, and for inorganic partitioning.
gl?::;fatograplils}lrng with hquallg Tracer Used in Tests
ultraviolet detector. Selected | Comservative
effluent samples near the end Bromide BaG, a4
of the test where also analyzed ~ lodide | 1%, 2%, a3 .
for alcohol tracers using a Methanol 4BG, 1%, 2% 3,
head-space sampling method
to better quantify the tracer tert-Butyl alcohol (TBA) 1:, 3,4
concentrations in the tails of Isobutyl alcohol (IBA) 1d, 2
the BTCs. Breakthrough _ Isopropy! alcohol (IPA) |1
curves were exponentially |FPartitioning o
extrapolated to  minimize n-Hexanol 1% 2 ,33,‘:'
truncation errors (Annable et 2,4-Dimethyl-3-pentanol (DMP) | BG, 17, 2%, 3,
al., 1998), zeroth and first- : 4
normalized moments were 3-Heptanol 1:1: ]
estimated using trapezoidal n-Heptanol la, ga .
approximations, and the 2-Octanol ld, )3,

b
partitioning tracer moments n-Octanol BaG, 1
were then used to estimate 3,5,5-Trimethyl-1-Hexonal ~ (TMH) | 2%, 3, 4
DNAPL  saturations  and )
volumes using the methods | “Common lower-zone tracer; ®Well 45 unique, lower-zone
outlined by Jin et al. (1995). | tracer; “Well 55 unique, lower-zone tracer; ‘Common upper-

zone tracer.
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Table 3-2 summarizes the length, tracer pulse duration, total extraction rate, and saturated

thickness from each test.
3.1 Background Tracer Test Table 3-2. Summary of conditions for partitioning
: tracer tests.
Test | Duration | Tracer Pulse Flow Saturated
purichode A doube o Dusion | Rate | Thickoes
’ . D D L/mi
of six injection wells (41, 44, 46, (Days) (Days) (L/min) (m)
. BG 7.0 0.29 3.9 4.6
51, 54, and 56) along the perimeter
3 1 11.6 0.33 6.6 3.7
of the cell and two extraction wells
. 2 12.0 0.36 6.8 3.6
(45 and 55) in the center of the cell
(Figure 1-1), was used to inject and 3 172 0.48 38 39
’ 4 17.0 0.42 3.7 3.5

extract fluids during the test. The
extraction flow rate from the two
center wells (45 and 55) were approximately 2.0 L/min and 1.9 L/min, respectively.

Results. Results from the background sorption tracer test are summarized in Table 3-3. For
both wells, the percent recovery decreased in the order of bromide, DMP, methanol, and »-
octanol. The tail of the BTC for n-octanol declined significantly relative to the other tracers in
both wells, suggesting tracer degradation may have occurred. The effective porosity in the cell
was estimated at approximately 0.17 based on moment analysis of the methanol nonpartitioning
tracer. Bromide retardation can result from anion exchange with iron oxides (Brooks et al.,
1998), which may explain the apparent bromide retardation of 1.35 to 1.26 relative to methanol
in this test. Due to the potential retardation of both bromide and iodide by this mechanism, their
use as a non-partitioning tracer was disregarded. Measured retardation factors for DMP of 1.12
and 1.14 represent an equivalent background PCE saturation of 0.004 and 0.005, which are
approximately an order of magnitude greater than those estimated from the laboratory
experiments (see Section 2.2). The equivalent PCE volume, based on the methanol swept
volume, is 52 L. However, for complications discussed later in this section, corrections for
background sorption based on these results were not deemed applicable to later tracer tests.

Table 3-3. Summary of results from the background sorption tracer test.

Tracer Mass Swept Volume (L) Retardation '
Recovery EW 45 EW 55 EW 45 EW 55

Methanol 100% 6390 5310

Bromide . 115% 8780 6720 1.35 1.26

DMP 108% 7300 5950 1.14 1.12

n-Octanol 92% 4400 4420 0.69 0.83

'Retardation relative to methanol.

3.2 Partitioning Tracer Tests

Methods. Prior to conducting each partitioning tracer test, each well was checked for free-
phase PCE. Before Test 1, free phase PCE was detected in well 56 only using an electronic
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interface probe, and a peristaltic pump was subsequently used to remove approximately three
liters of PCE from the well. In Test 3, a bailer attached to threaded PVC pipe sections was used
to surge the bailer at the bottom of the well. By this method, free-phase PCE was removed from
wells 41 (0.14 L), 46 (1.7 L), 51 (1.2 L), and 53 (0.3 L). The volumes of PCE removed from
wells 46 and 51 suggested a large fraction of the PCE was located in the southeast portion of the
cell. No free-phase PCE was detected in any wells prior to Tests 2 (based on the electronic-
interface probe) and 4 (based on the bailer method).

A double inverted five-spot pattern was used in the first two partitioning tracer tests, which
consisted of six extraction wells (41, 44, 46, 51, 54, and 56) located around the perimeter of the
test cell and two injection wells (45 and 55) located in the center. In an effort to increase the
measured partitioning tracer retardation at the extraction wells, the flow domain was segregated
into upper and lower zones. In the injection wells, inflatable packers were used to segregate
fluid into the upper and lower portions of the wells. The average saturated thickness of the flow
domain was 3.7 m, so the center of the packers were placed at 1.8 m above the clay dividing the
flow domains approximately in half. The average flow rate injected into the upper zone and
lower zones was 3.7 L/min and 3.1 L/min, respectively. This approach was intended to deliver a
suite of tracers into the lower zone in order to focus tracer flow though the suspected location of
the DNAPL- contaminated zone. This would then produce higher retardations for the lower-
zone tracers compared to a single tracer suite employed without upper-zone/lower-zone vertical
separation. In the upper zone, very low retardation was expected. In an effort to provide further
spatial resolution of the PCE distribution, unique tracer pairs (Table 3-1) were injected into the
lower zone through each injection well. The unique nonpartitioning and partitioning tracers
allowed the flow domain to be segregated into eight zones based on the extraction wells BTCs.

The injection/extraction pattern used in Tests 3 and 4 was changed to create a vertical
circulating pattern around wells 41, 44, 45, 46, 51, 54, 55, and 56 (Figure 1-1). Each vertical
circulation well (VCW) included an inflatable packer (approximately 1.4 m long) installed to
isolate a 0.3 m section of well screen above the clay interface. Fluid was pumped through the
packer and into the cell over this screen interval between 11.9 and 12.2 m bgs. Due to excessive
pressure in the injection tubing in wells 44, 51, and 55, the packers were raised during the test by
approximately 0.3 m, so the injection interval in these wells was approximately from 11.6 to
12.2 m bgs. Air bladder extraction pumps were installed such that the pump intakes were
approximately 0.2 m above the top of the packers.

Results. A complete listing of moments and swept volumes for nonpartitioning tracers;
and moments, retardations, saturations, and PCE volumes for partitioning tracers for each well
can be found on the CD in Appendix B. A summary of results from the four partitioning tracer
tests are given in Tables 3-4 and 3-5. These tables list the percent mass recovery for all tracers
used in each test, swept volume estimates from the nonpartitioning tracers, and PCE volume
estimates from the partitioning tracers.

Table 3-4. Summary of results from Test 1 (pre-cosolvent flood) and Test 2 (post-cosolvent
flood).

Test 1 Test 2
Mass Swept PCE | Mass Swept PCE
Recovery | Volume | Volume | Recovery | Volume | Volume
Tracer (%) @) @) (%) (D) (D)
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Upper Zone
Isopropyl Alcohol® 86% 10,800 - na na -
Isobutyl Alcohol® na na na 91% 10,400 -
n-Heptanol 72% - 0° 88% - 5
2-Ethyl-1-Hexanol® na - na 91% - 1
Common Lower Zone
Methanol 97% 3,800 - 89% 4,600 -
n-Hexanol 95% - 71 90% - 45
2,4-Dimethyl-3-pentanol 100% - 33 91% - 12
2-Octanol ' 104% - 22 92% - 6
3,5,5-Trimethyl-1-Hexonal® na - na 97% - 4
Unique Lower Zone
tert-Butyl Alcohol** 100% 3,200 - na na na
n-Octanol* ¢ 130% - 16 na na na
Isobutyl Alcohol™® 93% 2,500 - na na na
3-Heptanol™® 96% - 27 na na na

*Test 1 only; "Test 2 only; “Retardation of n-heptanol relative to isopropyl alcohol was less than
one; ‘Applied to injection well 45 only; *Applied to injection well 55 only.

Table 3-5. Summary of results from Test 3 (pre-surfactant flood) and Test 4 (post-surfactant

flood).
Test 3 Test 4
Tracer Mass Swept PCE Mass Swept PCE
Recovery | Volume | Volume | Recovery | Volume | Volume

(%) (D) (9 (%) @) (D)
Methanol 103% 13,100 - 90% 11,800 -
tert-Butyl Alcohol 96% 12,200 - 91% 12,200 -
n-Hexanol 111% - 191 80% - 20
2,4-Dimethyl-3-pentanol 101% - 78 88% - 31
2-Octanol 106% - 50 86% - 30
3,5,5-Trimethyl-1-Hexonal 121% - 34 90% - 31
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Figure 3-1
summarizes the range in a5 -
retardation factors '
measured for each
partitioning tracer.  As e 2:0 1 9 n-Hexanol
expected, the retardation £ 0DMP
factors increased with the ‘g 1.5 A 2-Octanol
value of the measured 5 O TMH
partitioning  coefficients. g X n-Heptanol
Retardation of n-hexanol = 101 —2B1H
was general below the
suggested minimum 051
acceptable value of 1.2. Test1 Test2  Test3  Test4

Jin (1995) showed that, as

retardation  coefficients  Figure 3-1. Summary of retardation factors from the four
decrease below 1.2, the partitioning tracer tests. The symbols indicates
error in the saturation mean values, and the extent of the bars represents

estimate increased. Figure the minimum and maximum values.
3-2 summarizes swept

volume and PCE volume

estimates for each well for Test 1 through Test 4. While the total amount of PCE varied within
each test as a function of the partitioning tracer, the proportion of PCE predicted for each well
was similar for each partitioning tracer.

First Partitioning Tracer Test (Pre-cosolvent flood). Extraction well 51 had the largest
tracer retardation factors. The BTCs for well 51 are shown on a semi-log graph in Figure 3-3,
and indicate that the retardation was primarily in the tailing portion of the BTC. This indicated
that the NAPL was non-uniformly distributed since a uniform distribution would produce a
simple offset of the nonpartitioning and partitioning tracer BTCs (Jawitz et al., 1998). The total
volume of DNAPL estimated in the lower-swept zone varied for each partitioning tracer, and
ranged from 19 L based on 2-octanol to 61 L based on n-hexanol (Table 3-3).

Degradation Corrections. Both the upper-zone nonpartitioning tracer (JPA) and
partitioning tracer (n-heptanol) showed poor recovery, and moment analysis of their BTCs
produced retardation factors less than one for all wells. This is likely due to tracer degradation
since straight—chain alcohols tend to degrade more rapidly in the environment based on the
authors’ experience in other partitioning tracer field trials. These tracers were not in the original
suite of tracers designed for this test but were substituted for pentaflourobenzoic acid and 2,6-
dimethyl-4-heptanol when regulatory approval for these tracers was denied just prior to the start
of the tracer test. To provide an estimate of the volume of PCE in the upper swept zone, some
correction for tracer degradation was required. The simplest approach was to assume a first-
order degradation model and estimate the degradation rate constant necessary to recover the
injected tracer mass. Each concentration measurement in the BTC is adjusted using:
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Figure 3-2. Swept volume (white bar) and PCE volume (black bar) estimates per well for A)
Test 1, lower zone; B) Test 2, lower zone; C) Test 1, upper zone; D) Test 2, upper
zone; E) Test 3; and F) Test 4.

Figure 3-3. Tracer breakthrough curves at well 51 for the common lower zone tracers.

where C is the measured concentration, C,;, is the estimated concentration with no degradation, &
is the decay coefficient, and ¢ is the time that the sample was collected after the mean of the
tracer pulse injection. In recalculating the zeroth moment of each tracer, the degradation
coefficient was adjusted to achieve 100% mass recovery. This approach required two critical
assumptions: (1) the tracer degradation is assumed to follow first-order kinetics, and (2) a single
k value represents the entire test cell. The approach used here ignores the width of the tracer
pulse (i.e., Dirac input assumed), but this approximation should have minimal impact on the
adjusted moments.

The degradation corrected BTCs for well 51 are shown in Figure 3-4 and the upper-
zone tracer moments for all wells are included on the CD in Appendix B. The retardation in two
of the extraction wells (44 and 54) remained less than one, and the saturations were assumed
zero for summing the NAPL present in the cell. The total volume of PCE estimated using the
degradation corrected BTCs was 47 L. This represents a significant volume of PCE relative to
the volume of PCE estimated in the lower zone (19 to 61 L). The degradation correction
therefore takes on significance in data interpretation for estimating PCE saturation. This also
indicates that a substantial fraction of the PCE present in the test cell was in the upper-swept
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zone. This may indicate that PCE was located higher in the test cell than anticipated based on
the release locations, or, the upper-zone tracers traveled into the lower zone further than
expected.

Figure 3-4. Upper zone tracer breakthrough curves at EW 51 before and after correction for
tracer degradation. The solid line represents the extrapolated portion of the BTCs.

Of the 108 potential multilevel sampling locations, approximately 35 yielded breakthrough
responses adequate for moment analysis to determine partitioning tracer retardation.
Approximately 60 samplers failed to due faulty valves and system leaks. These problems were
later corrected such at that all-108 samplers worked for the post-flushing partitioning tracer test.
The multilevel sampler data was used to estimate the spatial distribution of PCE using an inverse
modeling approach described by James et al., (1997), and the results are shown in Figure (3-5).

Second Partitioning Tracer Test (Post-cosolvent flood). Tracer mass recoveries ranged
from 89% to 97%, and degradation corrections were not considered necessary. The total swept
zone, based on nonpartitioning tracers methanol in the lower zone and IBA in the upper zone,
was approximately 15,000 L, or 9% smaller than the total swept zone estimated in Test 1 using
methanol in the lower zone and IPA (corrected for degradation) in the upper zone. A total of 5.0
L was estimated based on partitioning tracers 2E1H in the upper zone and TMH in the lower-
zone (Table 3-4). Three of the six retardation factors using 2E1H were less than 1, and the
remaining retardation factors were less than 1.2, which indicates a high degree of uncertainty
associated with these results.

Third Partitioning Tracer Test (Pre-surfactant flood). Residual ethanol from the
cosolvent flood produced some analytical interference in the methanol laboratory analysis.
Consequently, TBA was used as the nonpartitioning tracer in the subsequent analysis. The
volume of PCE based on partitioning tracers n-hexanol, DMP, 2-octanol, and THM was 191 L,
78 L, 41 L, and 28 L, respectively. Selected tracer BTCs are shown for well 51 in Figure 3-6.
As noted for the first tracer test, retardation -of the partitioning tracer relative to the
nonpartitioning tracer was primarily in the tailing portion of the BTC, indicating a non-uniform

NAPL distribution (Jawitz et al., 1998, see Appendix A). A disadvantage to vertical circulation
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wells is the potential for the tracer to short circuit the formation and flow directly from the
injection to extraction portions of the well. The bimodal nature of the BTC from well 51 (Figure

Figure 3-5. Prediction of PCE saturation based on an inverse modeling approach (James et al.,
1997) using the MLS data collected from the first partitioning tracer test.

3-6), which was also observed in well 44, is evidence that some short-circuiting occurred in
these wells during this test.

Forth Partitioning Tracer Test (Post-surfactant flood). In contrast to the last tracer test
where methanol analytical interference was suspected, components use in the surfactant flushing
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solution interfered with TBA laboratory analysis and methanol was therefore used as the non-
reactive tracer. The volume of PCE based on partitioning tracers DMP, 2-octanol, and THM was

Figure 3-6. Breakthrough curves measured during Test 3 at well 51 for terz-butyl alcohol
(closed squares), 2-octanol (open diamonds), and 3,5,5-trimethyl-1-hexonal (open
triangles).

31L,27L, and 26 L, respectively. Partitioning tracer n-hexanol indicated 20 L of PCE, but this
results was considered suspect given this tracer low mass recovery and the very low retardation
factors associated with this tracer. The variability in predicted PCE volumes is much less than
the variability from the previous tests. Furthermore, considering the tracer with the highest
partitioning coefficient (TMH), there is little difference between the pre- and post-flushing
results. On first inspection, this would indicate that little PCE was removed during the surfactant
flood. This conclusion, however, is not supported by preliminary results from the surfactant
flood. An alternative explanation could be the interference of partitioning tracer behavior by
resident surfactants remaining in the cell. Laboratory results using n-hexanol suggest that tracer
sorption resulting from surfactant interference could lead to retardation that represents 28 L of
PCE, based on 0.24% false saturation (see Section 2.3) times a swept volume of 11,800 L (using
methanol, see Table 3-5).

3.3 Discussion
3.3.1. Prediction Uncertainty

How well should the partitioning tracer methodology predict the PCE volume, in the
absence of all complicating factors? Recent analyses suggest that for conservatively large errors
in fundamental measurements, and for retardation factors of 1.2 or greater, the error in estimated
PCE saturations and volumes are on the order of 10% or less, neglecting uncertainties associated
with BTC extrapolation (Dwarakanath et al., 1999; Jin et al., 2000; Brooks, 2000). The
regulatory permit restricted the PCE release volume to less than 100 L, which resulted in cell-
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average PCE residual saturations of 0.005 and 0.0009 for Test 1 and Test 2, respectively, and
0.002 for Test 3 and 4. Thus, only tracers with large K, are expected to yield retardation factors
larger than 1.2 recommended by Jin et al. (1995, 1997). However, non-uniform DNAPL
distribution is manifested as extensive tailing in tracer BTCs, even for cases when the retardation
factor is greater than or equal to 1.2. As such, moment analysis and PCE volume estimates are
complicated by reliance on BTC data extrapolation beyond the region of analytical reliability of
measured low tracer concentrations. Thus, all of our tests were performed near the lower limits
of the tracer technique’s design capabilities. Extrapolation of the BTC using an assumed model
(typically an exponential function) is typically employed to minimize truncation errors (Pope et
al., 1994; Annable et al., 1998). The extent to which the extrapolation calculations changed the
PCE volume predictions in this work can be seen from results provided in Appendix B, and
Figure 8 in Brooks et al. (2001, Appendix A). Other extrapolating functions or analysis
procedures may prove better suited for accurately predicting the PCE volume.

An assessment of performance between the four tests should also be made with the
recognition that, in general, the prediction uncertainty increased for each subsequent tracer test
conducted in the cell. This results from factors which are not an inherent part of the partitioning-
tracer methodology, but rather, from factors introduced due to the nature of the test setting and
the structure of the project. There was also the added complexity of tracer degradation for the
upper-zone tracers in Test 1, and the complicating potential for residual cosolvent flushing
solution to impact partitioning tracer behavior for Tests 2, 3, and 4.

Other sources of uncertainty include nonlinear tracer partitioning and background tracer
sorption. As discussed in Section 2.1, nonlinear tracer partitioning behavior would result in a
systematic over prediction of PCE saturation. Results from the background tracer test yielded an
equivalent background PCE volume of 52 L based on DMP results. This value represents a
significant volume of PCE relative to the maximum release volume of 100 L, and more
importantly, it represents a significant volume of PCE relative to the PCE volume estimates
obtained in the later tracer tests. Due to potential changes in sorption characteristics after
remedial flushing, corrections based on results from the background tracer test were considered
inappropriate for tests other than Test 1. Moreover, corrections were only considered
appropriate for PCE volume estimates based on DMP, due to potential changes in sorption
characteristics for each tracer. Tracers with larger partitioning coefficients may in fact have
greater background sorption due to their larger hydrophobicity. Finally, application of
background sorption corrections was hindered by changes in the injection/extraction pattern and
saturated thickness in the background tracer test and Test 1. Had it been possible to apply
corrections for background tracer retardation, the estimated PCE volume would have been
systematically smaller.

3.3.2. Hydrodynamic Accessibility

The discrepancy between predicted and expected PCE volumes could be the result of
DNAPL migration to locations in the cell which were hydraulically isolated from the tracer flow
fields, such as topographic low spots on the clay confining layer or “pools” formed in other
locations. The elevation of the clay confining unit varied by approximately 0.6 m across the cell
based on the boring log information. Free-phase PCE was collected from well 56 prior to Test 1
and the maximum depth to clay was estimated from the boring log for this well (Figure 1-2). It
is possible therefore, that some PCE pooled in the low spot around this well, or other locations
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that were lower than detected during coring. Jin et al. (1997) investigated errors in partitioning
tracer predictions if pooled DNAPL were present using modeling simulations. The relative error
between tracer predicted PCE volumes and expected PCE volumes based on those modeling
scenarios are comparable to the relative errors reported herein. Likewise, relative errors reported
herein are similar to those reported from laboratory experiments conducted to investigate the
impact of preferential flow and physical nonequilibrium on partitioning tracer predictions
(Nelson et al., 1999).

Limitations in hydrodynamic accessibility could also have occurred as a result of
potential PCE injection into, or migration to layers of low conductivity within the flow field.
Limitations in hydrodynamic accessibility could subsequently result as the tracers by-passed
these low-conductivity regions. Hydrodynamic accessibility can be evaluated as a function of
the pumping pattern for the pre-remedial demonstrations by a comparison of the swept volumes
(determined from first normalized moments for the non-reactive tracers). These moments yield
swept volume estimates of 16,600 L (Table 3 and 4, methanol for lower zone and IPA, corrected,
for upper zone) for Test 1 and 12,200 L for Test 3 (Table 5). Based on the average water
elevation over the duration of the test, an effective porosity estimate of 0.29 (0.26 if uncorrected
IPA results are used) is obtained for Test 1, and 0.20 to 0.22 is obtained for Test 3 using TBA
and methanol, respectively. Therefore, the double five-spot pumping pattern appears to have
sampled a larger portion of the cell pore space. This could be explained using the conclusion
reached from Chen and Knox (1997) that vertical circulation wells with unequal injection and
extraction rates could produce dead zones not swept by the tracers. Since the total injection rate
and extraction rate were approximately equal, the entire pore space should have been swept.
However, on a more local scale, differences between injection and extraction rates may have
contributed to more stagnant zones in the cell compared to the double five-spot pattern. Another
disadvantage to vertical circulation wells lies in the potential for the tracer to short circuit the
formation and flow directly from the injection to extraction portions of the well. The bimodal
nature of the BTC from well 51 (Figure 3-5), which was also observed in well 44, is evidence
that some short-circuiting occurred in these wells during Test 3.

3.3.3. Prediction Variability within a Single Test

As indicated by the results summarized in Tables 3-4 and 3-5, the tracers with smaller
partitioning coefficients predicted more PCE than tracers with larger partitioning coefficients. It
is unclear why this trend was observed, but one possible explanation is rate-limited mass transfer
processes. Tracers with larger partitioning coefficients have larger affinities for the NAPL, and
may therefore experience more rate-limited desorption than tracers with smaller partitioning
coefficients (Heyse et al., 2001). Theoretical analysis (Valocchi, 1985) suggests that the first
normalized moment of tracer BTCs, hence the estimated retardation factor, is not expected to be
influenced by non-equilibrium sorption/partitioning. Extensive tailing of the BTCs resulting
from non-equilibrium processes does increase the higher moments, reflecting increased
spreading and tailing. In practice, therefore, underestimation of the first-normalized moment
from measured tracer BTCs is likely due to problems of data truncation and errors associated
with data extrapolation.

4. COSOLVENT FLUSHING
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4.1 Field Methods
4.1.1 System Description

A double five-spot pattern, which consisted of six injection wells along the cell perimeter
and two extraction wells in the center (Figure 1-1), was used to inject and extract fluids from the
cell during ethanol flushing. This pattern was used because of the flexibility it afforded to target
the ethanol to specific regions in the cell. The water level in the cell during the test was
maintained at approximately 8.2 m below grade to provide sufficient hydraulic head for MLS
operation, and to comply with regulatory requirements for an inward gradient relative to the
regional groundwater level. The DNAPL, however, was estimated to be between 10.7 m and
12.2 m below grade based on the depth of the release points and the clay interface. Inflatable
packers were therefore placed in each injection and extraction well to focus the ethanol solution
to the lower portion of the cell, and to minimize ethanol dilution by separating the flow through
the cell into upper and lower zones. Water was injected above the packers into the upper zone
and ethanol solution was injected below the packers into the lower zone. Water was injected
into the upper zone as a means to minimize upward migration of the ethanol solution injected
into the lower zone. The packers were initially positioned to target the ethanol solution to the
bottom 0.6 m of the cell in order to dissolve PCE near the clay, and created an alcohol layer to
dissolve any PCE mobilized from the higher zones during later phases of the test. The packers
were then gradually raised to the full flood-zone height, which corresponded to the bottom of the
release points, 10.7 m below grade.

Falta (1998) presented a general discussion of cosolvent flooding performance based on
NAPL-water-cosolvent phase behavior. Lunn and Kueper (1997), Hayden et al. (1999), and
VanValkenburg (1999) presented phase-behavior information for water-ethanol-PCE systems.
The ternary mixture of water-ethanol-PCE is a type II(-) phase system, which implies that two
phases (aqueous and NAPL) are formed, with the ternary phase diagram tie lines having negative
slopes. This behavior indicates that the ethanol preferentially partitions into water rather than
PCE. The main remedial mechanism for type II(-) ternary systems is enhanced dissolution
(Brandes and Farley, 1993).

The test began by injecting new 95% ethanol, 5% water solution (hereafter referred to as
new ethanol solution) into the lower zone. Lower-zone cosolvent recycling started after the
effluent ethanol content was high enough (approximately 70%) to make recycling feasible (6.9
days). The lower-zone fluid was recycled by pumping it through either two or three activated
carbon drums in series, or during the latter part of the demonstration, a low profile air stripper
and activated carbon drums. [See Hayden et al. (2001, Appendix A) for a detailed discussion on
the use of activated carbon to treat effluent, cosolvent solutions.] The recycled ethanol solution
was augmented with new ethanol solution as needed to maintain the ethanol content in the
influent around 70%. An ethanol content of 70% was chosen to maintain a large PCE
dissolution capacity in the solution, yet facilitate cosolvent recycling by minimizing the need to
augment treated effluent with the new ethanol solution. Water was injected into the upper zone
at the start of the test, and upper-zone recycling started after a sufficient volume of upper zone
effluent had been stored (1.0 day). The upper-zone fluid was recycled by pumping it through
two activated carbon drums in series.

The total volume of fluid (new ethanol, recycled ethanol, and water) injected into the
lower zone was approximately 112,000 L. Recycled ethanol accounted for 47% of the fluid
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injected into the lower zone. The total volume of water (containing a small percentage of
ethanol) injected into the upper zone was 15,000 L. Recycling accounted for 77% of the fluid
injected into the upper zone. The total amount of fluid injected into the lower zone was
approximately eight times greater than that injected into the upper zone. Estimates of the
number of pore volumes flushed through the upper and lower zones separately are not possible
because the location of the separation between the two zones in the cell was not known.
However, using the combined upper- and lower-zone extraction volumes, an average water table
position of 4 m above the clay, and an effective porosity of 0.20, approximately 10 pore volumes
were flushed through the cell.

4.1.2 Performance Monitoring

Samples were collected from the extraction wells and MLSs over the entire test duration
(38.8 days). Samples were collected from the injection wells during recycling treatment to
monitor the amount of PCE and ethanol that was re-injected into the cell. Influent and effluent
samples were collected from each carbon drum and from the air stripper during recycling
operations to monitor treatment performance. Samples were refrigerated on-site, and then
shipped overnight in coolers to the University of Florida for storage until ethanol and PCE
analysis were conducted. Samples were analyzed for ethanol by GC/FID. Samples were
analyzed for PCE by a similar GC/FID method, as well as liquid chromatography using a packed
column, UV detection, and a methanol (70%) and high performance liquid chromatography
grade water (30%) mixture as the mobile phase. If free phase PCE was observed in sample vials
in the laboratory, an acetone extract was used to dissolve the free phase PCE, and the sample
was then analyzed by the GC/FID method.

Selected samples were analyzed in the field using a field GC to provide real-time
information for operational decisions. Density measurements were also completed in the field
using specific-gravity hydrometers. Injection and extraction flow rates, and water levels in the
cell were monitored throughout the demonstration to maintain a steady flow field to the extent
possible. Adjustments to influent flow rates were made in accordance with these data to
minimize water-level fluctuations in the cell. Additional details about the procedures used in the
ethanol flush can be found in Brooks (2000), and Brooks et al., (2001, Appendix A).

4.2. Results

PCE concentrations and the ethanol percentages from extraction well samples are plotted in
Figure 4-1. The ethanol content in the lower zone increased over the first 5 days as the new
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Figure 4-1. PCE concentrations (squares) and ethanol percentages (triangles) from a)
upper zone extraction well 45A, and b) lower zone extraction well 45B.
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Figure 4-1 continued. PCE concentrations (squares) and ethanol percentages (triangles)

from c) upper zone extraction well S5A, and d) lower zone extraction well
55B.

95% ethanol solution displaced the resident water in the test cell. Changes in the ethanol content
after approximately 5 days resulted from changes in flushing operations (i.e., ethanol recycling,
ethanol augmentation, and changes in packer positions). Injection well 51 was converted to an
extraction well for a 4-day period late in the test to help target the cosolvent solution to a nearby
area of high concentration. Ethanol content and PCE concentrations from well 51 during this
period are not shown in Figure 4-1. The ethanol content in the effluent from this well varied
between 58 to 65%, and the PCE concentration varied from 1300 to 2300 mg/L.

The ratio of aqueous PCE concentration to PCE solubility limit for extraction wells 45 and
55 were investigated as a function of time (See Brooks et al., 2001, Figure 5-3, Appendix A).
Separators were installed in the extraction well effluent lines to remove any free-phase PCE
from the effluent. Over the course of the entire test, only 0.35 + 0.01 L of free-phase PCE was
collected from the upper-zone separators, and no free-phase PCE was collected from the lower-
zone separators. The relatively small volume of free-phase PCE collected from the separators
was supported by the fact that free-phase PCE was not observed when extraction well effluent
samples were collected. The formation of an emulsion is the most likely explanation for the
discrepancy between free-phase PCE volumes observed during the test, and those estimated from
the laboratory samples. It is suspected that the emulsion formed in the extraction wells, rather
than in the aquifer, due to mixing which diluted the ethanol content in the well, resulting in free-
phase PCE formation and subsequent emulsification.

Free phase PCE was observed in only 16 of more than 5000 MLS samples collected, and
only at selected depths in MLS locations 12 and 14. The majority of these observations occurred
within the first day after the start of alcohol flushing. The PCE ranged from small drops,
approximately 1 mm or smaller in diameter, to slugs no greater than 20 mL in volume.
Concentrations of PCE in excess of estimated PCE solubility limits occurred in 56 samples (out
of approximately 1500 samples analyzed) at selected depths in MLS locations 12, 14, 21, 25, 32,
41, 43, and 63. However, only at MLS locations 12, 14, 25, 41, and 63 were concentrations
observed significantly higher than the solubility limit (>1.5 times the solubility limit). The
difference in the number of observations of free-phase PCE during sample collection, and the
number of samples with PCE concentrations greater than PCE solubility limits is also attributed
~ to the formation of an emulsion as pore fluids converged and mixed in the samplers. The

majority of these samples occurred within the first 5 days after the start of alcohol flushing.
Furthermore, free-phase PCE was not detected in the well sumps using the interface probe when
they were investigated prior to the start of the post-flushing partitioning tracer test. Based on
this evidence, it is considered that limited mobilization occurred during alcohol flushing.

The PCE concentrations in the lower-zone extraction well effluent were well below the
PCE solubility limits after approximately 3 days (See Brooks et al., 2001, Figure 5-3, Appendix
A)). The low PCE concentrations relative to PCE solubility could have resulted from mixing at
the extraction wells, or from mass-transfer limitations. During the demonstration, the longest
flow interrupt occurred from 17.5 to 20.9 days, when the system was intentionally turned off to
investigate mass-transfer limitations. In general, evidence of mass-transfer limitations are
manifested by increases in effluent contaminant concentrations after the flow interrupt (Brusseau
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et al., 1997). No evidence of mass-transfer limitation is apparent from the breakthrough curves
shown in Figure 4-1. Localized mass-transfer limitations may have occurred, but were not
observed as elevated PCE concentrations in the extraction well effluent. Therefore, effluent PCE
concentrations were most likely observed to be less than the PCE solubility limit due to mixing
at the extraction wells.

4.2.1. PCE Recovery

Approximately 52.6 + 0.7 L of PCE were removed from the test cell, based on the zeroth
moment of the PCE breakthrough curves measured at the extraction wells. The error estimate
for the amount of PCE extracted was based on the propagation of errors in volume and
concentration measurements through the zeroth moment calculations. Errors in volume
measurements (25 L) were based on one half of the smallest division of the tank volume scale,
and errors in concentration were conservatively assumed to be +15% of the measured
concentration. Using an average PCE concentration (2096 + 51 mg/L) based on all MLS
samples analyzed, the total volume of fluid removed by the MLSs during the test (916 + 42 L),
and the volume of free-phase PCE removed through the MLSs (0.08 + 0.04 L), the total amount
of PCE removed by the MLSs was estimated at 1.3 = 0.1 L. Thus, the total amount of PCE
removed from the test cell by the extraction wells and the MLSs was 53.9 + 0.7 L, while that
injected during alcohol recycling was estimated at 0.5 + 0.04 L. Therefore, the net amount of
PCE removed from the cell was estimated to be 53.4 £ 0.7 L.

All extracted fluids were stored in three tanks at the end of the demonstration. Samples
were collected from each tank and were analyzed for PCE and ethanol. A second estimate of the
PCE removed from the test cell was obtained by adding the amount of PCE in the storage tanks
to the amount of PCE removed by activated carbon and air stripping treatment. Based on the
tank volumes and PCE concentrations, the mass of PCE in the tanks at the end of the
demonstration was 19 + 3 L. Based on influent and effluent treatment samples, the volume of
PCE removed by activated carbon was 16.6 + 0.9 L, and the amount removed by air stripping
was 11.1 £ 0.8 L. The preceding errors are based on assumed errors of 15% for the treatment
volumes and 15% for the influent and effluent concentrations. This tank-based approach yielded
an estimate of 47 + 3 L of PCE, which is 11% less than the 53 L estimated from the extraction
well and MLS samples. The tank-based estimate could be less because the tank samples were
collected from valves located on the bottom of the tanks, and density-driven vertical segregation
of fluids may have occurred. This would result in a non-uniform distribution of PCE within the
tank, as more PCE would tend to dissolve in the higher ethanol fraction fluid accumulated at the
top of the tank due to its lower density. Due to such potential bias in the tank-based estimate, the
previous estimate of 53 L is considered more robust.

4.2.2. Ethanol Recovery

A total of 41,700 L of 95% ethanol solution was delivered to the test cell. Through
recycling operations, the total amount of ethanol injected into the test cell over the course of the
test was 69,400 L. A total of 62,500 L of ethanol, or 90% of that injected, was recovered from
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the test cell during alcohol flushing and water flooding, and an additional 3,800 L were removed
during the post-cosolvent flood partitioning tracer test, yielding a total ethanol recovery of 96%.
Samples collected during the pre-surfactant flood partitioning tracer test were also analyzed for
ethanol, and from those results, only an additional 390 L more ethanol were removed.

4.3 Recycling Treatment

To our knowledge, this is the first cosolvent-flushing demonstration in which an alcohol
cosolvent effluent was treated and re-injected. Activated carbon drums were used to treat the
effluent alcohol solution for the first two-thirds of the demonstration. Hayden et al. (2001,
Appendix A) discuss the use of activated carbon to treat effluent, cosolvent solutions. Influent
and effluent aqueous PCE concentrations from each drum were monitored and drums were
removed from service once the effluent PCE concentration equaled the influent PCE
concentration. Approximately 3 to 6 L of PCE was adsorbed in each drum before PCE
breakthrough occurred. For the final third of the demonstration, a series combination of air
stripping and activated carbon was used to evaluate cosolvent recycling by air stripping. The
average air-stripping treatment efficiency was 91%. Ethanol content was not significantly
affected by either the activated-carbon or air-stripping treatment processes. The ethanol content
in the effluent samples after the treatment processes was reduced by an average of approximately
1% relative to the influent ethanol content. Cosolvent recycling was a significant factor in this
demonstration, as evident by the fact that the volume of alcohol solution delivered to the test
cell, and consequently, the volume of PCE removed from the test cell, were approximately
doubled by recycling.

5. PERFORMANCE EVALUATION
5.1 Comparison to Release Information

Release Details. The release of PCE into the cell was designed to produce a DNAPL
distribution within the target flow zone between 10.7 and 12.3 m bgs. Researchers from EPA
conducted the release by pumping selected volumes of PCE down the release tubes to a depth of
10.7 m, at a typical flow rate of 0.57 L/min for the first release, and a higher, typical rate of 0.90
L/min for the second release. The intent of the release method was to encourage lateral and
vertical spreading of PCE in the formation while minimizing pooling of the DNAPL on the clay-
confining unit, and therefore minimize the potential for downward migration of PCE through
natural fractures in the clay or openings produced during sheet pile installation. Results from
controlled releases in 2-dimensional physical models and numerical simulations suggested that
DNAPL would initially spread laterally along the water table and migrate downward as the
DNAPL head increased or the water table elevation was lowered. Thus, the water table elevation
in the test cell was manipulated to facilitate first horizontal and then vertical spreading of the
DNAPL. The water table elevation was positioned at approximately 0.3 m below the release
tubes prior to PCE injection. Water was extracted from the cell during and immediately after the
DNAPL release and continued until the transient water table elevation was approximately 0.3 m
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above the clay interface. Tap water was then injected into the cell to raise the water table to an
elevation above the PCE injection level. The total volume of PCE injected during the first

A) First PCE Release

release was 91.7 L, and the total volume of PCE injected during the second release was 49.4 L.
The spatial injection patterns for the first and second releases are shown in Figure 5-1.
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B) Second PCE Release

Figure 5-1. PCE injection locations and volumes for A) the first and B) second controlled
release. The PCE release volume per location is indicated in liters by the number
within the circles. (Plan view).

5.1.1 Partitioning Tracer Tests

Comparison of First Release to Tracer tests 1 and 2. The line-drive conservative tracer
test conducted by EPA (Table 5-1) removed 3 L of PCE through dissolution by flushing
approximately 5 pore volumes of water through the cell, and another 3 L of PCE were removed
as free product from well 56 prior to the start of tracer Test 1. Therefore, 86 L of PCE were in
the cell at the start of tracer Test 1. Using only the lower-zone tracer results of 2-octanol, since
this tracer displayed the largest retardation factors and therefore presumably yields the most
reliable volume estimates, 22 L were predicted, or 26% of the expected volume. Using lower-
zone 2-octanol results and degradation-corrected, upper-zone n-heptanol results, 69 L or 80% of

Table 5-1. Volume (L) of PCE injected and extracted from the cell.

Item Added | Removed | Volume

in Place
First Controlled DNAPL released 91.7 91.7
Removed by dissolution during Line-Drive Test 3.1

phase emoved from EW 56

prior to Test 1 28 |
LAY fctl ‘E-AE\EL:‘/ Sl ﬂl : e : . 1[ 3 ‘j" ' S
Removed by dissolution during Test 1 2.6
DNAPL removed by MLSs prior to flush 7 | 0.2

Total removed though EWs
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Total removed through MLSs 1.2

DNAPL removed through MLSs 0.08
Total PCE injected through recycling 0.5
‘Net PCE extracted o | 539

- Ampeunt ai the st of Test 2 . - o
Removed by dissolution durlng Test 2 .
Amount left from first demonstration 28.5

Removed by Vertical Circulation Test 0.35

Second Controlled DNAPL released 494
phase removed prior to Test 3

Removed by dissolution during Test 3 4.0
DNAPL removed by MLSs prior to flush 0.2

- Aot &t (he s of swrfaciant Jood 7 s i
Net PCE extracted by surfactant ﬂood

i “”@Y‘)\J T Al the S of the ffowsth Tast 4
Removed by dissolution during Test 4
Remaining at the completion of 2nd Demo.

20.4

the expected volume was predicted. These comparisons neglect degradation of PCE as well as
the dissolved PCE mass. Approximately 2 L (assuming equilibrium dissolution) or less of PCE
may have been resident in solution when the tracer test was initiated and would not be part of the
tracer estimate. Accounting for the mass of PCE removed by tracer Test 1 and the cosolvent
flood (Brooks, 2000), 30 L of PCE were estimated in the cell at the start of tracer Test 2. The
estimate of the PCE in the cell, based on the upper- and lower-zone tracers with the largest
partitioning coefficients was 5 L, or 17% of the expected value. A spatial comparison between
the PCE release pattern and the predicted spat1a1 pattern in given by Brooks et al. (2001

Appendix A).

It is apparent that both tracer tests underestimated the volume of PCE present in the test cell,
based on the results of tracers with the largest partitioning coefficients. In terms of PCE volume,
the first two tracer tests underestimated the amount of PCE released into the cell by about 17 L
to 25 L. This might suggest that 17 L to 25 L of PCE were not hydraulically accessible to the
tracers. This NAPL could have been pooled on the clay or located in isolated corners or regions
of the test cell. The fact that the cosolvent flood failed to remove approximately 30 L of NAPL
may also support this conclusion (see Section 5.1.2). The fact that the pre-flushing tracer test
has high uncertainties caused by degradation of the upper zone tracers must be recognized when
reaching this conclusion.

Comparison of Second Release to Tracer Tests 3 and 4. The comparison of results from
the third tracer test to the second release information must be made recognizing that the level of
uncertainty of this comparison is higher than the first comparison due to the activities conducted
in the cell prior to the second PCE release (i.e., first PCE release and cosolvent flood). If the
basis for evaluating the tracer predictions is the total PCE estimated in the cell at the start of the
third tracer test, then the expected PCE volume is 74 L (28.5 L remaining from the cosolvent
demonstration, plus 49.4 L injected during the second release, minus 3.7 L removed between the
release and the start of Test 3 as either free-phase or dissolved PCE). Based on the tracer with
retardation factors consistently larger than 1.2 (TMH), the predicted PCE volume is 33 L (Table
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3-5), or approximately 45% of the expected volume. Based on the mass of PCE removed during
tracer Test 3, and preliminary results from the surfactant flood, the amount of PCE in the cell at
the start of tracer Test 4 was 21 L. Based on the TMH results from Test 4, the predicted PCE
volume was 30 L, or 143% of the expected volume.

5.1.2 Cosolvent and Surfactant Flushing

The volume of PCE in the test cell at the start of the alcohol flushing test was 83.1 L (Table
5-1). The performance of the alcohol-flushing test was judged using this value. The flushing
demonstration removed 53.4 L of PCE, which is 64% of the 83.1 L of PCE estimated in the test
cell at the start of the test. Therefore, approximately 29.7 L of PCE remained in the cell at the
end of the demonstration. Figure 5-2 presents the aqueous PCE concentrations from field
analysis of MLS samples collected 32.3 days after the start of the test. Based on this figure,
areas of high concentrations are evident near MLS locations 25 and 12, which supports the
conclusion that a significant volume of PCE was left in the test cell.

By comparison, the volume of PCE estimated in the cell at the start of the surfactant

flushing test was 70.1 L of PCE (Table 5-1). The surfactant flushing demonstration removed
489L
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Figure 5-2. Aqueous PCE distribution based on MLS samples from the end of the ethanol
flushing demonstration.

(based on preliminary data), which is 70% of the 70.1 L of PCE estimated in the cell at the start
of the surfactant flood. By this comparison, it is apparent that the surfactant demonstration
preformed better than the cosolvent demonstration. However, the main remedial mechanism for
both cosolvent and surfactant floods is dissolution. Under the conditions used in the two
demonstrations, the PCE solubility in the cosolvent solution was on the order of 80,000 to
100,000 mg/L (see Figure 2-3), and the PCE solubility in the surfactant solution was on the order
of 40,000 mg/L. Under equal conditions, the cosolvent solution would be expected to remove
more mass. However, the contaminant distributions and the pumping patterns were different
between the two tests, both of which must be appropriately considered when comparing results
between the cosolvent and surfactant floods.

5.2. Efficiency and Effectiveness

The contaminant volume removed divided by the volume of flushing fluid has been used
to describe the efficiency of in-situ flushing remediation systems (Jawitz et al., 1997; Sillan et
al., 1998b). Efficiency is defined here as the cumulative volume of DNAPL removed per
cumulative volume of applied remedial fluid. If the volume of remedial fluid is limited to the
ethanol delivered to the test cell, then the cell-averaged removal efficiency was 1x107 liters of
PCE per liter of ethanol (53 L PCE/ 41,700L ethanol). If the volume of remedial fluid includes
the total amount of ethanol and water injected from the start of the demonstration to the start of
the final water flood, then the removal efficiency was 6x10* liters of PCE per liter of injected
fluid (53 L PCE/ 94,500 L ethanol and water). An estimate of pump-and-treat performance in
the test cell can be made based on the amount of PCE removed during Test 1 (the pre-flushing
partitioning tracer test ). A removal efficiency of 2x107 is obtained by the ratio of PCE removed
to the volume of water flushed through the cell. Therefore, the removal efficiency for alcohol
flushing was 30 times better than the pump-and-treat efficiency. Table 5-2 compares the
removal efficiencies from this study to those of other field-scale, source-zone remedial
demonstrations. Removal efficiencies from this study were comparable to the other DNAPL
remedial demonstration conducted in Jacksonville, Florida, but were less than those calculated
for the studies conducted at Hill AFB. This may be explained by the fact that the contaminant at
Hill AFB was a more homogeneously distributed light NAPL (LNAPL), and would therefore
allow for more efficient contact with the flushing solution.

Removal efficiencies, calculated as cumulative PCE volume removed per cumulative
extracted volume, are shown for each well in Figure 5-3 as a function of time. Once the
extraction well packers were raised to their maximum height at 13.9 days, the removal
efficiencies in extraction wells 45A, 45B, and 55A remained constant at approximately 4x10™ to
5x10*, while the removal efficiency in 55B remained constant at approximately 6x10* to 7x10.
This indicates that PCE mass removal was fairly constant during the demonstration. This further
suggests that continued flushing should have increased removal effectiveness, but this was
prevented because of personnel limitations, project schedule, and budget considerations. Based
on the constant removal efficiencies indicated in Figure 5-3, it is estimated that a significant
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portion of the remaining PCE could have been removed if the demonstration had been continued.
Neglecting decreases in performance resulting from diminishing NAPL content, it is estimated
that the majority of the remaining PCE (30 L) would have been removed if the system had been
operated for another 3 weeks. However, this prediction is inconsistent with the fact that both
pre- and post-flushing partitioning tracer tests underestimated the volume of DNAPL by
approximately 17 to 25 L. Assuming that between 17 to 25 L of PCE was inaccessible to both
the partitioning tracers and to the ethanol-flushing solution, the removal efficiency may have
substantially decreased due to contact limitations before the majority of the remaining DNAPL
was removed. Temporary extraction well 51B had the highest removal efficiency of
approximately 1x10?, which may suggest an advantage to changing the flow field during
flushing when hot spots are identified.

Table 5-2. Comparison of removal efficiencies from several source-zone remedial

demonstrations.
Removal Removal

Demonstration Location NAPL Type | Efficiency' | Efficiency’ | Reference
Enhanced
Dissolution by DNTS, 0.002 to 0.001 to
ethanol flushing Delaware DNAPL (PCE) 0.0007 0.0006
Enhanced
Dissolution by Jacksonville, Sillan et al.,
ethanol flushing Florida DNAPL (PCE) 0.001 0.001 1999
Enhanced LNAPL Rao et al.,
Dissolution by (multi- 1997; Sillan
ethanol flushing Hill AFB, Utah | component) 0.005 et al., 1997
Enhanced
Dissolution by LNAPL
‘surfactant (multi- Jawitz et al.,
flushing Hill AFB, Utah | component) 0.005 1998
Mobilization and
enhanced LNAPL
dissolution by (multi- Falta et al.,
cosolvent flushing | Hill AFB, Utah | component) 0.01 1999
Enhanced
Dissolution by LNAPL McCray and
Cyclodextrin (multi- Brusseau,
flushing Hill AFB, Utah | component) 0.007 1998
Dissolution by
water (pump-and- DNTS,
treat) Delaware DNAPL (PCE) 0.00002
Dissolution by LNAPL Rao et al.,
water (pump-and- (multi- 0.0002 to | 1997, Sillan
treat) Hill AFB, Utah | component) 0.000001 et al., 1997

'Removal efficiency based on partitioning tracer results; *Removal efficiency based on mass in

flushing effluent.
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Figure 5-3. Removal efficiency for a) upper zone: 45A (plus symbols) and 55A
(triangles); and b) lower zone: 45B (minus symbol), 55B (circles), and
51B (x).
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Jawitz et al. (1997) defined removal effectiveness as the fraction of cumulative volume
removed within a swept zone. The overall average reduction in PCE volume from the lower
zone in the test cell was 82%, based on the pre- and post-flushing partitioning tracer tests (This
estimate increases to 93% if the upper zone tracer results are included). This remedial
performance estimate is higher than the performance estimate (64%) based on the comparison of
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released and extracted PCE volumes. It is concluded that both partitioning tracer tests
underestimated the PCE volume in the test cell, and the underestimate of PCE volume in the
post-flushing partitioning tracer test is the principle reason for the overestimate of remedial
performance. Factors which limited contact between the tracers and PCE may also have limited
contact between the alcohol solution and the PCE, which may explain the low PCE recovery
(64%) for the alcohol flood.

5.3. Aqueous PCE Concentrations

Fluxed-averaged PCE concentrations, calculated on a cell-wide basis, are shown in
Figure 5-4 for Tests 1 through 4. It is readily apparent from this figure that the PCE
concentration in the effluent from Test 3 (pre-surfactant flood) was higher than the effluent PCE
concentration from Test 1 (pre-cosolvent flood). The largest difference between the two lies in
the beginning of the tests, however, the line-drive tracer test (not shown) was conducted prior to
Test 1, and the discrepancy between Test 1 and Test 3 may be explained, at least in part, by this
fact.

Figure 5-4. Flux-averaged PCE concentrations based on the total cell effluent from the
partitioning tracer tests.
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flushing partitioning tracer test ranged from 6 mg/L (EW 44) to 19 mg/L (EW 41). The aqueous
PCE concentrations changed the least in extraction wells 41, 44, and 54 (percent reductions of
37%, 25%, and 23%, respectively). These three wells also had the lowest PCE removal
effectiveness based on the partitioning tracer test results. Larger decreases in aqueous PCE
concentration were observed in extraction wells 46, 51, and 56 (percent reductions of 79%, 77%,
and 72%, respectively), which correspond to the wells with the higher values of removal
effectiveness. The apparent correlation between removal effectiveness and flux-averaged
aqueous concentrations (Figure 5-5) supports the use of removal effectiveness as a measure of
remedial performance. More importantly, these data suggest that partial reductions in DNAPL
mass can result in decreased flux-averaged aqueous PCE concentrations, at least under forced-
gradient conditions. A similar analysis using TMH results from the pre- and post-surfactant
flushing tracer tests is prevented by the suspected interference in partitioning behavior by
residual surfactant solution.

6. INTERPRETIVE SUMMARY

Characterization of source zones is the first step for designing and implementing
remediation strategies that are cost-effective in risk reduction at sites contaminated with
DNAPLs. Also, decisions related to long-term stewardship for managing the dissolved plume
and the impacts of source remediation also depend on best information available from site
characterization efforts. Hydrogeologic heterogeneity and highly variable distribution of
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DNAPLs pose two major challenges in attempts at site characterization and source remediation
at most sites. During the last decade, innovative technologies have been introduced and field-
tested for source zone characterization and remediation. Partitioning tracers technique has
received a great deal of attention for quantifying DNAPL volume and distributions within the
source zone. While the scientific basis for the tracer technique is sound and method is inherently
robust, claims of success need to be tempered by three major constraints: (1) the exact volume of
the DNAPL present at the sites is never known with certainty, and at best can be guessed based
on site history and records of use and disposal; (2) alternative, traditional techniques (e.g., soil
coring) used to verify the results of the tracer tests are themselves prone to significant
uncertainty, unless large number of samples are taken at a prohibitive cost; and (3) errors,
uncertainties and artifacts introduced by the manner in which the tracer tests are conducted and
the data are processed/interpreted may lead to significant underestimation or overestimation of
the DNAPL volume present within the test zone. Inability to estimate the initial DNAPL volume
and distribution also constrains an unbiased assessment of the field-scale performance of
aggressive, in-situ techniques for extraction (e.g., flushing) or destruction (e.g., oxidation) of
DNAPLSs from source zones.

In recognition of these difficulties, the US EPA sponsored a SERDP-funded series of field
tests at the DNTS to evaluate tracer techniques and in-situ flushing techniques. The project goals
were to address three major questions: (1) how well do the tracer tests perform in characterizing
the DNAPL source zone? (2) what is the effectiveness and efficiency of in-situ flushing
technologies perform in extracting the DNAPL? and (3) where is the unextracted DNAPL and
what are its impacts on resident- and flux-averaged concentrations of the DNAPL in
groundwater. The experimental strategy adopted by the US EPA was to design field tests in
isolated test cells in which a single-component DNAPL was released to create a source zone.
These tests were conduct as a series of “double blind” tests in which (1) the US EPA scientists
released a known volume of PCE at specific locations at a specific rate, but did not know the
resulting spatial distribution of the PCE; and (2) the university researchers who conducted the
tracer and flushing studies were unaware of the volume of PCE or the release strategies used by
US EPA. Only at the end of the tracer and flushing tests did EPA reveal the information to the
university researchers, and then the performance of the characterization and remediation
techniques was assessed using the release information. Each university team conducted two
tracer tests (pre- and post-remediation) and one flushing test. The in-situ flushing techniques for
enhanced extraction of PCE evaluated were: (1) alcohol flooding for either solubilization or
mobilization; (2) surfactant flushing; (3) air sparging; and (4) cyclodextrin flushing. Since the
initial volume of PCE present in the test cell was known for each of these flushing
demonstrations, the absolute and relative performance of these source extraction techniques can
be evaluated.

The University of Florida (UF) team conducted four tracer tests, two subsequent to a PCE
release, and two after in-situ flushing. The team also conducted the in-situ flushing with ethanol
for enhanced solubilization of PCE, and supported the University of Oklahoma team in
conducting the surfactant-flushing test. This report summarizes only the results from the four
tracer tests and the alcohol-flushing test; others will report the findings from the subsequent
tracer and flushing tests.

The regulatory permit issued for the tests restricted the total volume of the PCE released by
EPA in to the test cell to be less than 100 liters. The resulting average PCE residual saturation
was about 0.01. Such a low residual saturation, and the resulting tracer retardation, presented a
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challenging task in designing the tests and in interpreting the data for DNAPL quantification
while operating at the lower limits of reliability of the technique. Various experimental strategies
(e.g., pumping patterns, vertical segregation of wells, multiple tracers) were attempted to

- overcome this fundamental constraints, and were met with varying degree of success. However,

in the first three tracer tests conducted by the University of Florida team, the PCE volume known
to be present in the test cell was underestimated by 80% to 17% based on tracers with the largest
partitioning coefficients. Results from the last partitioning tracer test predicted PCE more PCE
than expected (143% for the tracer with the largest partitioning coefficient). However, the
similarity in predicted PCE volumes between Test 3 and Test 4 (pre- and post-surfactant
flushing), at least for the tracers with the highest partitioning coefficients, does not agree with
the preliminary results of PCE volume removed during the surfactant flood, and calls into
question the reliability of the test results. The volume of PCE not detected suing the tracer tests
was assumed to be located in regions that have significant limitation of hydrodynamic access.
Given that these tests were conducted in confined cells, this performance was not expected,
especially since it has been reported by several investigators that laboratory tracer tests
performed in large flow chambers performed better. The UF tracer tests at DNTS also revealed
several unanticipated complications, ranging from tracer losses via degradation to increased
background adsorption of tracers due to sorption of the surfactant on the aquifer matrix. Careful
attention should be paid to recognizing and eliminating such artifacts in tracer test data analysis
and interpretation. :

In-situ ethanol flushing, using a double five-spot well pattern, resulted in enhanced PCE
solubilization without apparent mobilization. During the ethanol flood, pore-water
concentrations of PCE measured using a network of multi-level samplers exceeded 50,000 mg/L
in several instances, while the flux-averaged PCE concentrations in the extracted fluids reached
a maximum of 3,400 mg/L. The ethanol flood was terminated after 39 days, and resulted in the
extraction of about 53 liters. This represents an average extraction effectiveness of 64% (i.e., 53
L extracted of the initial 83 L ). As in the tracer tests, it is surmised that the PCE not extracted
might be located in zones with limited hydrodynamic accessibility during the ethanol flood.
However, high PCE concentrations in extracted fluids just prior to termination of alcohol
injection do suggest that more PCE could have been extracted if the flushing had been continued.
The efficiency of PCE extraction by the ethanol flood was estimated to be approximately 107,
This low efficiency was achieved in spite of the facts that the extracted fluids were treated and
re-injected. The efficiency for the Dover test was about an order of magnitude less than that for
another alcohol flushing field test conducted by the UF team at the Sages dry cleaner site in
Florida. The lower efficiency is attributed to greater hydrogeologic heterogeneity at the DNTS
site compared to more homogeneous formation at the Sages site.

Preliminary data from more recently completed flushing tests conducted by other university
teams at the DNTS indicate that PCE extraction effectiveness was about the same as that
achieved in our alcohol-flushing test. However, a comparison of the relative performance of
different flushing tests must take in to account the fact that (1) the mechanism governing
enhanced PCE extraction is different in each test, (2) the pumping strategies and the resulting
flow patterns are different, and (3) the initial spatial distribution of PCE was different even
though the total volume was essentially similar. In spite of these differences, these results lend
further support to our suggestion that about 30% of the released PCE might be located in
inaccessible regions within the test cell. Indirect evidence for the spatial distribution of the PCE
remaining in the cell is provided by the data for dissolved PCE concentrations measured using
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the network of multi-level samplers. Aqueous PCE concentrations, however, do not tell us much
about the volume of PCE that might be present at these MLS sampling locations; they only
indicate the presence of DNAPL within the zone of sampling at each location. Direct evidence
to confirm this hypothesis can only be provided by soil coring at the end of the tests at DNTS, an
activity planned by US EPA.

Another performance metric used to evaluate the in-situ alcohol flushing was the reduction
in flux-averaged PCE concentrations in extracted fluids from six wells. The double, five-spot
pumping strategy used during the tracer tests and the ethanol flood allowed the estimation of
PCE removal effectiveness within six swept zones in the test cell. The data suggest that for wells
that had higher effectiveness (i.e., greater fraction of initial PCE was removed) also had larger
decreases in flu-averaged PCE concentration as a result of the alcohol flushing. In fact, the non-
linear relationship (y = o xP; B < 1) between the removal effectiveness (x) and flux-concentration
(v) was consistent with predictions based on recent modeling of source-zone remediation (see
Rao et al., 2001; Enfield et al., 2001) and at variance with conclusions reached by others (Sales
and McWhorter, 2000). We conclude that DNAPL mass removal from source zones might
provide some direct, short-term benefits (e.g., flux reduction), but whether the magnitude of such
contaminant flux reductions is sufficient to reduce risks and/or alter the dissolved plume
behavior or whether such mass removal is cost-effective have yet to be determined. Such issues
are the topics of current technical debates and regulatory policy concerns.

The test results do prompt several important practical questions. What was the impact of the
DNAPL scenario on the resulting spatial distribution of the DNAPL? How would the initial PCE
spatial distribution have been altered if PCE was released in the vadose zone and allowed to
enter and distribute within the saturated zone? Which strategies would be more successful in
extracting the PCE left within the test cell, and not extracted by different flushing agents tested
to date? Can other remediation strategies (e.g., oxidation, thermal, electrokinetic) remove or
destroy the PCE left behind? What reductions in risk had been achieved by the removal of about
60 to 70% of the PCE? Answering these questions is a task left to further studies at DNTS or
other sites.
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Abstract

A DNAPL source zone was established within an isolated cell through a controlled release
of perchloroethylene (PCE). The cell was flushed with an ethahol-water solution for approximately
40 days to enhance dissolution of the PCE. The amount of PCE removed during the alcohol
flushing demonstration was 53 L, which represents a 64% flushing effectiveness, defined as the
fractional mass of PCE removed. This estimate of effectiveness is based on the knowledge of the
actual PCE volume introduced into the cell, and is not hampered by uncertainty in characterization
techniques. The ethanol solution extracted from the cell was recycled using activated carbon and
air stripping treatment. High removél efﬁcieﬁcies at the end of the demonstration indicated that

more PCE could have been removed had the demonstration continued.

1 . Introduction

Conventional remediation methods, such as pump-and-treat, can take many decades to
remove dense nonaqueous phase liquids (DNAPLSs) (Mackay and Cherry, 1989). Among enhanced
source-zone removal techniques that can expedite site remediation, in-situ cosolvent flushing
involves the addition of miscible organic solvents to water to increase the solubility or mobility of
the NAPL (Imhoff et al., 1995; Rao et al., 1997; Lowe et al., 1999). Low molecular weight
alcohols have principally been used as cosolvents for enhanced source zone remediation (Lowe et
al,, 1999). The remedial perfonnaﬁce assessments of recent in-situ alcohol-ﬂus_hing
demonstrations were determined by comparing results from pre- and post-flushing contaminant
characterization techniques (e.g., soil cores, partitioning interwell tracer tests (PITTs), and
groundwater samples), and from comparing the amount of contaminant removed during in-situ
flushing to the amount estimated by pre-flushing characterization techniques (Rao et al:, 1997,

Sillan et al., 1998a; Falta et al., 1999; Jawitz et al., 2000). The accuracy of such assessments was
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hindered by uncertainties in the characterization methods used to estimate the amount and
distribution of the NAPL in the source zone. A controlled release experiment, in which a known
volume of NAPL is carefully released info an isolated cell, provides a unique opportunity to better
evaluate aggressive remediation techniques. Several controlled-release experiments have been
conducted in the unconfined, sand aquifer at Canadian Forces Basé Borden, Ontario, but the
purpose of these investigations was characterization of NAPL distribution, not remediation (for
example, see Kueper et al., 1993; Broholm et al., 1999).

The present field-scale test was conducted at the Dover National Test Site (DNTS), located
at Dover Air Force Base (AFB) in Dover, Delaware. The DNTS is a field-scale laboratory,
designed as a national test site for evaluating remediation technologies (Thomas, 1996). »This
demonstration was the first in a series of tests désigned to compare the pérformance of several
DNAPL remediation technologies, with each demonstration following a similar test protocol.
Researchers from the U. S. Environmental Protection Agency (EPA) begin each demonstration by
releasing a known volume of PCE into an isolated cell. However, the amount, locations, and
method of release are not revéaled to the reseé‘rchers responsible for conducting the
characterization and remediation components of their test protocbl. After a release, a PITT is
completed to characterize the volume and distribution of PCE, followed by the remedial
demonstration.  Finally, a post-demonstration PITT is conducted to evaluate the remedial
performance. Since multiple remedial technblogies were planned for each cell, DNAPL
characterization using soil cores was not feasible. The purpose of this paper is to present the results
~ of the first remediation demonstration, enhanced dissolution by ethanol flushing, completed in thé

spring of 1999.
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2 Site Characterization

2.1  Site Description

The demonstration permit application (Noll et al., 1998) provided detailed information on
the site geology and the cell installation and instrumentation. The following summary provides
information relevant to this study. The site geology consists of the Columbia Formation,
characterized by silty, poorly sorted sands. This is underlain by the Calvert Formation, the upper
portion of which is characterized by silty clay with thin layers of silt and fine sand. This layer
forms the aquitard for the surficial aquifer. Noll et al. (1998) reported that the average hydraulic
conductivity of the surficial aquifer ranges from 2.4 m/day to 10.4 m/day based on pump tests.
Boring logs from the wells installed in the cell generally indicated alternating layers of silty sand,
poorly sorted sand, and well sorted sand; and an average depth to clay of approximately 12 m
below grade. The grade elevation varied by 0.2 m across the cell, consequently all references to
grade are based on an average grade elevation. The minimum observed clay depth was 11.8 m
below grade in well 52, and the maximum observed clay depth was 12.5 m below grade in well 56
(Figure 1).

The 3-m by 5-m by 12-m cell was constructed by driving Waterloo sheet piling with
interlocking joints through the surficial aquifer into the confining unit. The cell was instrumented
with 12 wells, 18 release points, and 18 multi-level sampling (MLS) locations (Figure 1). Each
well was screened from 6.1 m to 12.5 m below grade. A 0.3 m section of casing was installed
below each screen and served as a sump for collecting DNAPL in the event it entered the wells.
Each release point terminated at 10.7 m below grade, underneath a sampler installed above it at -
approximately 9.9 m. Each MLS location had 5 vertical sampling points spaced 0.3 m apart,

distributed over the bottom 1.5 m of the cell on a tetrahedfal grid.
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Measurements of porosity and hydraulic conductivity in the cell were based on results from
hydraulic and tracer tests conducted prior to the DNAPL release. Hydraulic conductivity ranged
from 2.4 m/day to 3.0 m/day based on the hydraulic gradient measured under steady flow during
| the hydraulic.te‘st. The effective porosity in the cell was estimated at approximately 0.20 based on
moment analysis of the data from the nonreactive tracer test conducted prior to DNAPL release.

This represents a swept volume of approximately 14,000 L.

2.2  PCE Emplacement

Between June 10 and 12, 1998, EPA personnel released a total of 91.7 + 0.5 L [see Brooks
(2000) for a discussion of uncertainty estimates] of PCE at several locations within the cell (Figure
1). EPA researchers conducted the'_release' by pumping the PCE down the ;elease poihts at an
approximate flow rate of 0.6 L/min. To reduce the likelihood of PCE pooling on the clay-conﬁnihg
unit, the water table was lowered below the release elevations (11.0 m below grade) prior to PCE
injection. Immediately following the release, the water table was lowered further to facilitate
vertical spreading of the DNAPL between the release points aﬁd the clay-confining unit. When the
water table reached approximately 11.9 m below grade, g;oundwater extraction was terminated and
water injection was initiated to raise the water table back to the pre-release elevation (8.5 m below
grade).

Approximately 150,000 L of water were flushed through the cell as a result of several tracer
tests conducted between PCE emplacement and the start of the ethanol flood. Based ;)n moment
analysis of PCE breakthrough curves from these tracer tests, a total of 5.6 £ 0.1 L of PCE were '
removed by dissolution (this represents an average aqueous PCE concentration of approximately 60
mg/L). Prior to the start of the ethanol flushing test, an additional 2.8 + 0.2 L of free-phase PCE

were removed from the sump in well 56 (the only well in which free-phase PCE was detected), and
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0.2 £ 0.05 L of free-phase PCE were removed from the MLSs. Therefore, the estimated volume of

PCE in the cell at the start of the ethanol flushing test was 83.1 + 0.6 L. The performance of the

ethanol-flushing test was judged using this value.

3 Methods

3.1  System Description

A double five-spot pattern, which consisted of six injection wells along the cell perimeter
and two extraction wells in the center (Figure 1), was used to inject and extract fluids from the cell
during ethanol flushing. This pattern was used because of the flexibility it afforded to target the
ethanol to specific regions in the cell. The water level in the cell during the test was maintained at
approximately 8.2 m below grade to provide sufficient hydraulic head for MLS operation, and to
comply with regulatory requirements for an inward gradient relative to the regional groundwater-
level. The DNAPL, however, was estimated to be between 10.7 m and 12.2 m below grade based
on the depth of the release points and the clay interface. Inflatable packers were therefore placed in
each injection and extraction well_ to focus the ethanol solution to the lower portion of the cell, and
to minimize ethanol‘dilution by separating the flow through the cell into upper and lower zones.
Water was injected above the packers into the upper zone and ethanol solution was injected below
the packers into the lower zone. Water was injected into the upper zone as a means to minimize
upward migration of the ethanol solution injected into the lower zone. The packers were initially
positioned to target the ethanol solution to the bottom 0.6 m of the cell in order to dissolve PCE
near the clay, and to dissolve any PCE mobilized from the higher zones during the test. The

packers were then gradually raised to the full flood-zone height, which corresponded to the bottom

of the release points, 10.7 m below grade. -
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Falta (1998) presented a general discussion of cosolvent flooding performance based on
NAPL-water-cosolvent phase behavior. Lunn and Kueper (1997), Hayden et al. (1999), and
VanValkenburg (1999) presented phase-behavior information for PCE-water-ethanol systems. The
ternary mixture of water-ethanol-PCE is a type II(-) phase System, which implies that two phases
(aqueous and NAPL) are formed, with the ternary phase diagram tie lines having negative slopes.
This behavior indicates that the ethanol preferentially partitions into water rather than PCE. The
main remedial mechanism for type II(-) ternary systems is enhanced dissolution (Brandes and
Farley, 1993).

The test began by injecting new 95% ethanol, 5% water solution (hereafter referred to as
new ethanol solution) into the lower zone. Lower-zone cosolvent recycling started after the
effluent ethanol content was high enough (approximately 70%) to make recycling feasible (6.9
days). The lower-zone fluid was recycled by pumping it through either two or three activated
carbon drums in series, or during the latter part of the dgmonstration, a low profile air stn'pp;ar and
activated carbon drums. The recycled ethanol solution was augmented -with new ethanol solution
as needed to maintain the ethanol content in the influent around 70%. An ethanol content of 70%
was chosen to maintain a large PCE dissolution capacity in the solution, yet facilitate cosolvent
fecycling by minimizing the need to augment treated effluent with the neW ethanol solution. Water
was injected into the upper zone at the start of the test, and upper-zone recycling‘started after a
sufficient volume of upper zone ‘efﬂuent had been stored (1.0A day). The upper-zone fluid was
recycled by pumping it thrbugh two activated carbon drums in series.

The total volume of fluid (new ethanol, recycled ethanol,‘ and water) injected into the
lower zone was approximately 112,000 L. Recycled ethandl accounted for 47% of the fluid

injected into the lower zone. The total volume of water (contaim'hg a small percentage of ethanol)
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injected into the upper zone was 15,000 L. Recycling accounted for 77% of the fluid injected into
the upper zone. To our knowledge, this is the first cosolvent-flushing demonstration in which the
effluent was treated and re-injected. Cosolvent recycling was a significant factor in this
demonstration, as evident by the fact that the volume of ethanol solution delivered to the cell, and
consequently, the volume of PCE removed from the cell, were approximately doubled by recycling.
Approximately 3 to 6 L of PCE were adsorbed in each drum before PCE breakthrough occurred.
The average air-stripping treatment efficiency was 91%. Ethanol content was not significantly
affected by either the activated-carbon or air-stripping treatment processes. The ethanol content in
the effluent samples after the treatment processes was reduced by an average of approxima'tely 1%
relative to the influent ethanol content.

The total amount of fluid in; ected into the lower zone was approximately eight times greater
than that injected into the upper zone. Estimates of the number of pore volumes flushed through
the upper and lower zones separately are not possible because the location of the separation
between the two zones in the cell was not known. However, using the combined upper- and lower-
zone extraction volumes, an average water table position of 4 m above the clay, and an effective

porosity of 0.20, approximately 10 pore volumes were flushed through the cell.

3.2 Performance Monitoring

Samples were collected from the extraction wells and MLSs over the entire test duration
(38.8 days). Sarﬁples were collected from the injection wells during recycling treatment to monitor
the amount of PCE and ethanol that was re-injected into the cell. Influent and effluent samples
were collected from each carbon drum andv from the air stripper during recycling operations to
monitor treatment performance. Samples were refrigerated on-site, and then shipped overnight in

coolers to the University of Florida for storage until ethanol and PCE analysis were conducted.
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Samples were analyzed for ethanol by gas chromatography (GC) using a capillary column and a
flame ionization detector (FID). Samples were analyzed for PCE by a similar GC/FID method, as
well as liquid chromatography using a packed column, UV detection, and a methanol (70%) and
high performance liquid chromatography grade water (30%) mixture as the mobile phase. If free
phase PCE was observed in sample vials in the laboratory, an acetone extract was used to dissolve
the free phase PCE, and the sample was then analyzed by the GC/FID méthod.

Selected samples were -analyzed in the field using a field GC to provide real-time
information for operational decisioﬁs. »Denéity- measurements were also completed in the field
using specific-gravity hydrometers. Injectién and extraction flow rates, and Water levels in the cell
were monitored throughout the demonstration to maintain a steady flow field to the extent possible.
Adjustments to influent flow rates were made in accordance with these data to minimize water-
level fluctuations in the cell. Additional details about the procedures used in the ethanol flush can

be found in Brooks (2000).

4 Results and Discussion
4.1  PCE Recovery

PCE concentrations and the ethanol percentages from extraction well samples are blotted in
Figure 2. The ethanol. content in the lower zone increased over the first 5 days as the new 95%
ethanol éolution displaced the resident water in the cell. Changes ini the ethanol content éfter
approf(imately 5 days resul£ed from changes in ﬂushing operations (i.e., ethanol recycling, ethanol
augmentation, and changes in packer positions). Between 27.7 to 34.7 days,' injection into wells
41, 517 and 54 was stopped, injection into wells 41, 46, and 56 was increased, and well 51 was
converted to an extraction well (between 30.2 to 34.2 days only) in order to'vtarget the ethanol

solution to locations within the cell with high PCE concentrations. Ethanol content and PCE
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concentrations from well 51 during the period it was converted to an extraction well (30.2 to 34.2
days) are not shown in Figure 2. The ethanol content in the effluent from this well varied between
58 t0 65%, and the PCE concentration varied from 1,300 to 2,300 mg/L.

The ratio of aqueous PCE concentration to PCE solubility limit for extraction wells 45 and
55 are plotted in Figure 3 as a function of time. The PCE solubility limit, which is a function of the
ethanol content, was based on PCE solubility limits reported by Van Valkenburg (1999). The ratio
of the PCE concentration in solution to the PCE solubility limits for well 51 (not shown in Figure
3) ranged from 0.04 to 0.08. PCE concentrations above PCE solubility limits, which suggests free-
phase PCE, are evident for a short duration (approximately 1 to 2 days) in the lower-zone effluent,
and for a lohger period (approximately 2-13 days) in the upper-zone effluent. Free-phase PCE
represented by a ratio gréater fhan unity is 0.04 + 0.004 L for the lower zone, and 3.2 + 0.1 L for
the upper zone. Gravity separators were installed in the extraction well effluent lines to remove
any free-phase PCE from the effluent. Over the course of the entire test, only 0.35 + 0.01 L of free-
phase PCE were collected from the upper-zone separators, and no free-phase PCE was collected
from the lower-zone separators. Free-phase PCE was not observed when extraction well effluent
samples were collected. The formation of an emulsion is the most likely explanation for the
discrepancy between free-phase PCE volumes observed during the test, and those estimated from
the laboratory samples. It is suspected that the emulsion formed in the extraction wells, rather than

in the aquifer, due to mixing which diluted the ethanol content in the well, resulting in free-phase

PCE precipitation and subsequent emulsion formation.
Free-phase PCE was observed in only 16 of more than 5,000 MLS samples collected, and
only at selected depths in MLS locations 12 and 14. The majority of these observations occurred

within the first day after the start of ethanol flushing. PCE concentrations in excess of estimated
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PCE solubxhty limits occurred in 56 samples (out of approximately 1, 500 samples analyzed) at
selected depths in MLS locations 12, 14, 21, 25, 32, 41 43, and 63. The difference in the number
of observations of free-phase PCE during sample collection, and the number of samples with PCE
concentrations greater than PCE solubility limits is also attributed to the formation of an emulsion.
The majority of these samples occurred within the first 5 days after thé start of éthanol flushing.
Furthermore, free-phase PCE was not detected in fhe well sumps using the interface probe when
they were investigated after the ethanol flushing test was concluded. Based on this evidence, it is
our opinion that DNAPL mobilization occurred only at a few locations during ethanol flushing.

The PCE concentrations in the lower-zone extraction well effluent were approximately one
to two orders of magnitude below the PCE solubility limits after approximately 3 days (Figure 3).
This could have resulted from mixing at the extraction wells, or from mass-transfer limitations.
During thé demonstration, the longest flow interrupt occurred from 17.5 to 20.9 days, when the
system was intentionally turned off to investigate mass-transfer limitations. No evidcnce of mass-
transfer limitation, as manifested by increases in effluent contaminant concentrations (Brusseau et
al., 1997), is appérent from the breakthrough curves shown in Figure 2. Localized mass-transfer
limitations may have occurred, but were not observed as elevated PCE concentrations in the
extraction well effluent. Therefore, effluent PCE concentrations were most likely observed to be
much less than the PCE solubility limit due to mixing at the extraction wells.

Apprqximateiy 526 + 0.7 L of PCE were removed from the cell, based on the zeroth
moment of the PCE breakthrough curves measured at the extraction wells. The error estimate for
the amount of PCE extracted was based on the propagation of errors in volume and concentration
measurements throﬁgh the zeroth morﬁent calculations (Brooks, 2000). Using an average PCE

concentration (2096 + 51 mg/L) based on all MLS samples analyzed, the total volume of fluid
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removed by the MLSs during the test (916 + 42 L), and the volume of free-phase PCE removed
through the MLSs (0.08 £ 0.04 L), the total amount of PCE removed by the MLSs was estimated at
1.3+ 0.1 L. Thus, the total amount of PCE removed from the cell by the extraction wells and the

MLSs was 53.9 + 0.7 L, while that injected during ethanol recycling was estimated at 0.5 + 0.04 L.
Therefore, the net amount of PCE removed from the cell was 53.4 + 0.7 L, which is 64% of the

83.1+0.6 L of PCE estirﬁated in the cell at the start of the test.

42  Treatment Efficiency

The contaminant volume removed divided by the volume of flushing fluid has been used to
describe the efficiency of in-situ flushing remediation systems (Jawitz et al., 1997; Sillan et al,,
1998b). We define efficiency as the cumulative volume of DNAPL removed per cumulative
volume of applied remedial fluid. Using the ethanol delivered to the cell as the basis, the cell-
averaged removal efﬁciéncy was 1x10? liters of PCE per liter of ethanol (53 L PCE/ 41,700L
ethanol). On the basis of the total amount of ethaﬁol and water injected from the start of the
demonstration to the start of the final water flood, the removal efficiency was 6x10™ liters of PCE
per liter of injected fluid (53 L PCE/ 94,500 L ethanol and water). An estimate of pump-and-treat
performance in the cell can be made based on the amount of PCE removed by dissolutioﬁ into
water during pre-flushing tests . A removal efficiency of 2x107 is based on the ratio of PCE
removed to the volume of water flushed through the cell. The removal efficiencies for ethanol
flushing were one to two orders of magnitude greater than the pump-and-treat efficiency.

Removal efficiencies, calculated as cumulative PCE volume removed per cumuiative
extracted volume, are shown for each well in Figure 4 as a function of time. Once the extraction
well packers were raised to their maximum height "at 13.9 days, the removal efficiencies in

extraction wells 45A, 45B, and 55A remained constant at approximately 4x10™ to 5x10™, while the
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removal efficiency in 55B remained constant at approximately 6x10™ to 7x10™. This indicates that
PCE mass removal was fairly constant during the demonstration, and suggests ‘that continued
flushing should have increased removal effectiveness. This was prevented, however, by the fact
that financial and human resources available for the projéct were exhausted after approximately 39
days of ethanol flushing (an additipnal two weeks beyond the original schedule). Neglecting
decreases in performance resulting from diminishing NAPL content (i.e., constant removal
efficiencies), it is ¢stimated that the majority of the remaining PCE would have been removed if the
system had been operated for another 21 days. Temporary extraction well 51B had the highest
removal efficiency of approximately 1x107, which may suggest an advantage to changing the flow
field during flushing when hot spots are identified.

Results from this demonstration support the use of cosolvent flushing in full scale
applications, as evident by the fact that removal efficiencies were one to two order of magnitude
greater than those estimated for pump and treat technology under similar conditions. This study
demonstrated that further improvements in DNAPL extraction efficiency may be achieved by: (1)
changing pumping patterns during flushing to target alcohol to "hot zones"; as was demonstrated
for well 51; and (2) treating the extracted fluids to remove significant contaminant mass and then
re-injecting the alcohol. Regulatory constraints on re-injection of treated fluids is an issue, but
more efficient and cost-effective treatment technologies may allow this as a more feasible option.
On the other hand, the results also indicate that complete DNAPL removal may still represent a
significant technological challenge, as evident by the fact that only 64% of the DNAPL in the cell

at the start of the test was removed.
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~ Figure 1 Test cell instrumentation layout and PCE injection locations and volumes (Plan view).

The PCE release volume per location is indicated in liters by the number within the circles.
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Figure 3 Ratio of PCE concentration to PCE solubility limit. The PCE solubility limits are a

function of ethanol contént, and were based on values reported by Van Valkenblirg
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Figure 4 Removal efficiency as a function of elapsed time. Removal efficiencies are calculated as

the cumulative PCE volume removed per cumulative extracted volume.
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Abstract

The partitioning tracer technique for dense nonaqueous phase liquid (DNAPL).
characterization was evaluated in an isolated test cell, in which controlled releases of
perchloroethylene (PCE) had occurred. Four partitioning tracer tests were conducted, two using
an inverted, double five-spot pumping pattern, and two using vertical circulation wells. Two of
the four tests were conducted prior to remedial activities, and two were conducted after. - Each
test was conducted as a “blind test” where researchers conducting the partitioning tracer tests had
no knowledge of the volume, method of release, nor resulting spatial distribution of DNAPL.
Multiple partitioning tracers were used in each test, and the DNAPL volume estimates varied
significantly within each test based on th¢ different partitioning tracers. The tracers with large
partitioning coefficients generally predicted a smaller volume of PCE than that expected based
on the actual release volume. However, these predictions were made for low DNAPL saturations
(average saturation was approximately 0.003), under conditions near the limits of the method’s

application. Furthermore, there were several factors that may have hindered prediction accuracy,

including tracer degradation and remedial fluid interference.

Keywords: tracer test; partitioning tracer; DNAPL; perchloroethylene; groundwater; site
characterization
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1. Ihtroduction

To characterize the volume and Idistribution of subsurface nonaqueous phase liquid
- (NAPL) contaminants using partitioning tracers, two or more tracers are injected at one or more
locations in the source zone, and are displaced through the aquifer under a forced gradient. The
selected tracers should have different partitioning coefficients (Knw), thus resulting in
differential retardation. The mean arrival time of the tracers, monitored at either multilevel
samplers or extraction wells, depends on Knw and the NAPL saturation (Sn) present along the
flow paths. The use of partitioning tracers to characterize NAPL was developed within the
petroleum industry early in the 1970’s (Cooke, 1971; Dean, 1971). Tang (1995) reviewed
petroleum industry applications of partitioning tracers and reported that 0§ef 200 tests had been
conducted since 1971. Jin et al. (1995) dgscribed the appli_cation of partitioning tracer theory to
source-éone NAPL éharacterization. Jin et al. (1997) présented design protocols for tracer tests,

and patents for this application were issued in 1999 (Pope and Jackson, 19992 and 1999b).

The use of partitioning tracers for characterizing NAPL volume and distribution in the
source zone has increased in recent years. Much of this use has been in conjunction with in-situ
flushing efforts (Ra§ et al., 1997, Jawitz et al., 1998a; Falta et al., 1999; Jawitz et al., 2000). The
first application to a NAPL-_contaminated aquifer took place at Hill Air Force Base (AFB) ‘in
1994 (Annable et al., 1995, 1998). Nelson and Brusseau (1996), Hayden and Linnemeyer
(1999), Cain et al. (2000), and Jawitz et al. (2000) have reported other tests. According to
‘Dwarakanath et al. (1999), over 40 field demonstrations of NAPL-contaminant characterization
using partitioning tracers had been completed at that time, and to the authors’ knowledge,

approximately 10 more have been conducted since then.
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The performance assessments of recent field-scale partitioning tracer tests were based on
the comparison of results to other traditional contaminant characterization techniques, such as
soil cores and groundwater samples (Rao et al., 1997; Annable et al., 1998; Jawitz et al.,
1998a/b; Falta et al., 1999). While favorable agreement was obtained between the different
characterization methods, the reliability of such assessments, and conclusions about partitioning
tracer test accuracy are hindered by uncertainties in the other characterization methods.
Furthermore, a numﬁer of factors have been identified which may influence the accuracy of
NAPL characterization by partitioning tracers, including nonlinear partitioning behavior (Wise et
al., 1999; Wise, 1999), nonequilibrium partitioning (Dwarakanath et al., 1999; Willson et al., |
2000), background tracer retardation (Jin et al., 1997), poor sweep efficiency (Jin et al., 1997;
Nelson et al., 1999), variable NAPL composition (Dwarakanath et al., 1999), tracer degradation
(Annable et al., 1998; Brusseau et al., 1999), and heterogeneous NAPL distributions (Nelson et
al., 1999; Rao et al., 2000). In addition, partitioning tracer tests conducted after remedial

treatment may be influenced by potential flushing solutions (Lee et al., 1998; Rao et al., 2000).

Reviews of partitioning tracer methods by Rao et al. (2000) and Brusseau et al. (1999) concluded .
that more field-scale evidence was necessary to better establish the reliability of NAPL
characterization using partitioning tracers. A controlled release experiment, in which a known
volume of NAPL is released into an isolated test cell, provides a unique opportunity to better
evaluate partitioning tracer test performance and reliability.

The United States Environmental Protection Agency (EPA) National Risk Management
Research Laboratory sponsored a p;‘oject to assess the performance of remedial technologies for
DNAPL source removal. In this project, researchers at EPA and five universities agreed to

perform a series of DNAPL remedial demonstrations at the Dover National Test Site (DNTS).
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The DNTS is located at Dover AFB in Dover, Delaware, and includes facilities for field-scale
remedial experimentation (Thomas, 1996). In these demonstrations, EPA researchers released

up to 100 L of PCE into isolated cells, following protocols approved by the Delaware

‘Department of Natural Resources and Conservation (Noll et al.,, 1998).- Information on the

volume and distribution of the PCE released was, however, withheld from the university research
groups until the completion of their tracer tests and remedial demonstrations. Subsequent to
each PCE release, two partitioning tracer tests were conduc;ced: one before and another after the
remedial test. University of Florida (UF) conducted the first two partitioning tracer tests
subsequent to the first controlled PCE release and a subsequent cosolvent flushing
demonstration. The University of Oklahoma and UF jointly conducted the next two partitioning
tracer tests, associated with the second controlled PCE release and subsequent surfactant flushing
demonstration. The results of the cosolvent flood are discussed elsewhere (Brooks et al., 2000,
Brooks, 2000), while analysis of the samples and data from the surfactant flood is incomplete.

The results from the four partitioning tracer tests are presented here in a chronological

order without reference to the known DNAPL release information. A comparison of the tracer
test results to the PCE release information follows, and finally, uncertainties and limitations

associated with the predictions are discussed.
2. Methods

2.1. Site Description

The tests were conducted in an isolated cell, constructed using Waterloo® sheet piling

with interlocking joints (Starr et al., 1992) driven into the clay confining unit, and surrounded by
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a second enclosure of sheet piling forming a secondary cbntainment barrier. The cell was
instrumented with 12 wells and 18 DNAPL release points (Figure 1). The cell also contained 18
multi-level sampler locations; however, results from samples collected from these devices are
not discussed here. Each well was screened from approximately 6.1 m to 13.3 m below ground
surface (bgs), and the release points terminated at 10.7 m bgs.

The site geology consisted of the Columbia Formation, characterized by silty, poorly
sorted sands, underlain by the Calvert Formation, the upper portion of which was characterized
by silty clay with thin layers of silt and fine sand (Noll et al., 1998). This layer formed the
confining unit into which the sheet pile was driven. Boring logs from the wells installed in the
cell generally indicated alternating layers of silty sand, poorly sorted sand, and well sorted sand
over the logging interval from approximately 10.1 to 12.5 m bgs. Iron oxidation was also noted
in several logs. The average depth to clay was approximately 12.3 m bgs, while the minimum
and maximum clay dépth was 11.8 m bgs in well 52 and 12.5 m bgs in well 56 (Figure 1),

respectively. Based on the hydraulic gradient measured under steady flow during hydraulic

testing, the estimated hydraulic conductivity averaged over the cell was approximately 2.5

m/day.
2.2. Tracer Tests

Six tracer tests were conducted in the cell between May 1998 and October 2000 (Table
1). One tracer test was conducted prior to the first release of PCE into the cell to assess
background sorption of tracers (hereafter refefred to as the background tracer test). Three tracer
tests were conducted between the first and second PCE release, and two were conducted after the '

second PCE release. After the initial PCE release, EPA conducted the first tracer test to
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investigate non-reactive tracer (bromide) transport characteristics in a line-drive flow pattern.
These results were not used in the design or interpretation of the partitioning tracer tests and are
not discussed here.

Of the remaining four tracer tests, two were conducted to characterize the PCE in the cell
before and after the cosolvent flood (referred to as Test 1 and Test 2, respectively), and the other
two before and after the surfactant flood (referred to as Test 3 and Test 4, respectively). Each of
thesé four tests followed the same general protocol: pulse injection of a tracer suite followed by
water injection for a specified period, collection of well effluent samples over the test duration,
laboratory analysis of the samples, and moment analysis of the resulting tracer breakthrough
curves (BTCs).

The tracers used in the tests are summarized in Table 2. Samples were analyzed for
alcohol tracers using gas chromatography with a flame ionization detector, and for inorganic
tracers using liquid chromatography with an ultraviolet detector. Selected effluent samples near

the end of the test where also analyzed for alcohol tracers using a headspace sampling method to

better quantify the low tracer concentrations in the tails of the BTCs. Breakthrough curves were
exponentially extrapolated to minimize truncation errors (Pope et al., 1995; Annable et al.,
1998), and the zeroth and first-normalized moments were éstimated using trapezoidal
approximations. The first, normalized moments were then used to estimate DNAPL saturations
and volumes using the methods outlined by Jin et al. (1995). Tracer partitioning coefficients
(Table 2) were estimated from batch laboratory experiments. Specific details for each tracer test

are summarized in the following paragraphs.
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2.2.1. Background Tracer Test

A double five-spot pumping pattern, which consisfed of six injection wells (41, 44, 46,
51, 54, and 56) along the perimeter of the cell and two extraction wells (45 and 55) in the center
of the cell (Figure 1), was used to inject and extract fluids during this test. The extraction flow
rate of 3.9 L/min was distributed equally among the two center wells (45 and 55). The saturated
zone thickness was 4.6 m. The percent recovery of tracers ranged from 115% for bromide to
92% for n-octanol. The tail of the BTC for n-octanol declined significantly relative to the other
tracers in both wells, resulting in a retardation factor relative to methanol of less than one, and
suggesting tracer degradation may have occurred. The effective porosity in the cell was
estimated at approximately 0.17 based on moment analysis of the BTC for methanol, a non-
* partitioning tracer. Bromide retardation can result from anion exchange with iron oxides
(Brooks et al., 1998), which may explain the apparent bromide retardation of 1.35 (well 45) to
1.26 (well 55) relative to methanol in this test. Due to the potential retardation of both bromide

and iodide by this mechanism, their use as a non-partitioning tracer was disregarded. Measured

retardation factors for DMP of 1.12 (well 55) and 1.14 (well 45) represent an equivalent
background PCE volume (based on the combined methanol swept volume of 11,700 L) of 52 L.

However, for complications discussed in Section 4, corrections for background sorption based on

these results were not deemed applicable to later tracer tests.

2.2.2. First Partitioning Tracer Test (Pre-cosolvent flood)
Prior to conducting the first partitioning tracer test (pre-cosolvent flood), each well was
- checked for free-phase PCE using an interface probe. Well 56 had the only PCE present, and a

peristaltic pump was used to remove approximately three liters of PCE from the well. The PCE

Tracer Manuscript 8 of 3312/12/01




may have entered the well either by migration along a low-conductivity layerbpresent in the
target flow zone, or by migration on the clay confining unit.

A inverted, double five-spot pattern was employed for this test, which consisted of six
extraction wells (41, 44, 46, 51, 54, and 56) located around the perimeter of the test cell and two
injection wells (45 and 55) located in the center (Figure 1). The inverted, double five-spot
pumping' pattern was chosen over a line-drive pumping pattern based on modeling studies which
indicated that the temporal moments were more sensitive to NAPL saturation using the former
pumping pattern (james et al., 2000). Furthermore, the injection/extraction pattern was switched
from the five-spot pattern in the background tracer test to an inverted five-spot pattern to
improve estimation of thé PCE spatial distribution using data from the extraction wells. The
latter injection/extraction pattern divided the cell into six swept iones, compared to only two
swept zones associated with the forrner. A total extraction rate of 6.6 L/min was distributed
unequally among the six wells, and varied from 0.5 L/min (well 44) to 1.5 L/min (well 46). The

thickness of the saturated zone was 3.7 m.

Since the DNAPL release points terminated at approximately 1.5 m above the clay-
confining layer, it was expected that most of the PCE would be located in the bottom 1.5 m of
the cell. Consequently, inflatable packers were placed in the injection wells to segregate injected
fluid into upper and lower portions of the wells. The intent of this approach was to focus a suite
of tracers to the suspected location of the DNAPL-contarﬁinated zone. This would then produce
higher retardation of partitioning tracers injected in the lower zone, compared to a single tracer
suite employed wifhout upper-zone/lower-zone vertical segregation. The average saturated
thickness of tﬁe flow domain was 3.7 m, so the packers were centered at 1.8 m above the clay,

dividing the flow domain into two approximately equal halves. The average flow rate injected
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into the upper zone and lower zones was 3.7 L/min and 3.1 L/min, respectively. In an effort to
provide further spatial resolution of the PCE distribution, unique tracer pairs (Table 2) were
injected into the lower zone through each injection well. The unique non-partitioning and

partitioning tracers allowed the flow domain to be segregated into eight zones based on the

extraction wells BTCs.

2.2.3. Second Partitioning Tracer Test (Post-co;s‘olvent flood)

The procedures for the second partitioning tracer test (post-cosolvent flood) were the
same as the first partitioning tracer test, with the exception of modifications to the tracer suite
(Table 2). Unique tracers were not used in the injection wells (45 and 55) to reduce the
analytical workload. Isobutyl alcohol (IBA) was used in place of isopropyl alcohol (IPA), and 2-
ethyl-1-hexanol (2E1H) was added to the upper-zone suite to avoid suspected degradation
problems experienced in the first test. Since less DNAPL was expected, 3,5,5-trimethyl-1-

hexanol (TMH) was added to the lower-zone suite because of its higher partitioning coefficient,

which would produce more retardation, and therefore yield more reliable PCE volume estimates.
No free-phase PCE was detected in the wells prior to tracer injection. The total extraction rate of
6.8 L/min was achieved by distributing extraction among the six wells, with extraction rates

varying from 0.3 L/min (well 44) to 1.5 L/min (well 56). The saturated zone thickness for this

test was 3.6 m.

2.2.4. Third Partitioning Tracer Test (Pre-surfactant flood)
Prior to the third partitioning tracer test (pre-surfactant flood, conducted after the second

PCE release, Table 1), each well was checked for free-phase PCE using a bailer with a rigid push
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rod. Free-phase PCE was removed frbm wells 41 (0.14 L), 46 (1.7L), 51 (1.2 L);' and 53 (0.3 L)
(Figure 1). The volumes of PCE removed from wells 46 and 51 suggested a large fraction of the
PCE was located in the southeast portion of the cell. |

The injection/extraction pattern used in this test was changed to create a vertical
circul_ating pattern around wells 41, 44, 45, 46, 51, 54, 55, and 56 (Figure 1). This pattern was
used because of the potential advantage it offers by forcihg flow normal fo horizontal
laminations associated with a heterogeneous formation, including the low-conductivity layers
that may be by-passed in a horizontal flow field. Each vertical circulation well included an
inflatable packer (approximately 1.4 m long) installed to isolate a 0.3 m section of well screen
above the clay interface. Fluid was pumped through tﬁe packer and into the cell over this screen
interval between 12.0 and 12.3 m bgs. bue to excessive pressure in the injection tﬁbing in wélls
44,51, and 55, -the packers were raised during the test by approximately 0.3 m, so the injection
interval in these wells was approximately frofn 11.7 to 12.3 m bgs. Air bladder extraction pumps

were installed such that the pump intakes were approximately 0.2 m above the top of the packers.

The flow rates through each vertical circulation well varied from approximately 0.13 L/min (well
51) to 0.90 L/min (well 55), and averaged 0.48 L/min, yielding a total extraction rate of 3.8

L/min over a saturated zone thickness of 3.9 m.

2.2.5. Fourth Partitioning Tracer Test (Post-surfactant flood)
The fourth partitioning tracer test (post-surfactant flood) employed identical procedures
to that used in the third tracer test. No free-phase PCE was detected in the wells prior to the test.

The flow rates through' each vertical circulation well varied from approximately 0.17 L/min (well
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46) to 0.73 L/min (well 55), and averaged 0.46 L/min, with a total extraction rate of 3.7 L/min

over a saturated thickness of 3.5 m.
3. Results

3.1. Tracer Tests

3.1.1. First Partitioning Tracer Test (Pre-cosolvent flood)

A summary of the results from the first partitioning tracer test (pre-cosolvent flood) is
given in Table 3. Results for selected tracers (methanol and 2-octanol) for each extraction well
are summarized in Figure 2. Extraction well 51 had the largest tracer retardation factors.
Selected BTCs for well 51 are shown on a semi-log graph in Figure 3, and indicate that the
retardation was primarily in the tailing portion of the BTC. This indicated that the NAPL was

non-uniformly distributed since a uniform distribution would produce a simple offset of the

nonpartitioning and partitioning tracer BTCs (Jawitz et al., 1998b). The total volume of DNAPL
estimated in the lower-swept zone varied for each partitioning tracer, and ranged from 22 L

based on 2-octanol to 71 L based on n-hexanol (Table 3).

Both the upper-zone nonpartitioning tracer (IPA) and partitioning tracer (n-heptanol)
showed relatively poor recovery (86% and 72%, respectively), and moment analysis of their
BTCs produced retardation factors less than one (Table 4). This is likely due to tracer
degradatioh since straight—chain alcohols tend to degrade more rapidly in the environment based
on the authors’ experience in other partitioning tracer field trials. These tracers were not in the

original suite of tracers designed for this test but were substituted for pentaflourobenzoic acid
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and 2,6-dimethyl-4-heptanol when regulatofy approval for these latter tracers was denied just
prior to the start of the test. To provide an estimate of the volume of PCE in the upper swept
zone, some correction for tracer degradation was fequired. The simplest approach was to assume
a first-order degradation model and estimate the degradation rate constant necessary to recover

the injected tracer mass. Each concentration measurement in the BTC was adjusted using:

where C is the fnéasured concentration, Cyy is the estimated concentration with no degradatibn, k
is the decay coefﬁcient, and ¢ is the time that the. sample was collected after the mean of the
tracer pulse injection. In recalculating the zeroth moment of éach tracer, the 'degradation
coefficient was adjusted to achieve 100% mass recovery. This approach required two critical
assumptions: (1) the tracer degradation is assumed to follow first-order kinetics, and (2) a single
k value represents the entire test cell. The approach used here ignores the Width of the tracer

pulse (i.e., Dirac input assumed), but this approximation should have minimal impact on the

adjusted moments.

The degradation-corrected, upper-zone BTCs for well 5 ] are shown in Figure 3B and the
degradation—correéted, upper-zone tracer momenfs for all wells are listve'd in Table 4. The tracer
retardation in two of the extraction wells (44 and 54) remained less than one, and the saturations
were assumed zero for summing the NAPL present in the cell. The volume of PCE estimated
using the degradation corrected BTCS was 47 L. This represents a significant volume of PCE
relétive to the volume of PCE estimatedv in the lower zone (22 to 71 L). The degradation
correction therefore takes on importance. This also indicates that a substantial fraction of the

PCE present in the test cell was in the upper-swept zone. This may indicate that PCE was

Tracer Manuscript 13 0f 3312/12/01




located higher in the test cell than anticipated based on the release locations, or that the upper-
zone tracers traveled into the lower zone more than expected.

The estimated total swept volume for this test was 16,600 L, based on methanol results in
the lower zone and degradation-corrected IPA results in the upper zone, and the estimated
volume of PCE was 69 L, based on the degradation corrected n-heptanol results in the upper
zone and 2-octanol in the lower zone (Tables 3 and 4). The lower-zone PCE volﬁme estimate
was based on 2-o§tanol results because retardation factors for 2-octanol (Figure 4) were most
consistently within the recommended range of 1.2 to 4.0 (Jin et al., 1997). The results for each
extraction well (EW) were used to estimate the spatial distribution of PCE within the test cell.
The six EWs had six unique swept zones based on results from the methanol tracer in the lower
zone and the IPA tracer in the upper zone. Results from the lower-zone unique tracers 'applied to
the two injection wells were used to separate the lower-zone swept volume (based on methanol)
associated with EWs 46 and 56 into two parts, thereby delineating eight separate swept zones

within the lower portion of the test cell. The results of the unique tracer suites are presented in

Table 3. The results of the spatial analysis, based on EWs, are presented in Figure 5. Note that

much of the PCE was found in the southeast corner of the cell.

3.1.2. Second Partitioning Tracer Test (Post-cosolvent flood)

The results from the second partitioning tracer test (post-cosolvent flood) are summarized
in Table 3, with individual extracﬁon well results for selected tracers (methanol and TMH)
presented in Figure 2. Tracer mass recoveries ranged from 88% to 97%, and as such,
degradation corrections were not considered necessary. The total swept zone, based on

nonpartitioning tracers (methanol in the lower zone and IBA in the upper zone), was
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approximately 15,000 L, or approximately 10% smaller than the total swept zone estimated in
Test 1. The estimated volume of PCE in the lower zone ranged from 45 L based on n-hexanol to
41, based on TMH, and the PCE volume in the upper zone ranged from 5 L based on n-heptanol
to 1 L based on 2E1H. A total of 5 L were estimated based on partitioning tracers 2E1H in the
upper zone and TMH in the lower-zone (Table 3), selected because they generally had the largest
retardation factors (Figure 4). All retardation factors for 2E1H were less than 1.2, which
indicates a greater uncertainty in the PCE volume estimates compared to estimates based on

retardation factors larger than 1.2 (Jin et al, 1997).

3.1.3. Third Partitioning Tracer Test (Pre-surfactant flood)

Results from the third partitioning tracer test @re-surfactant flood) are summarized in
Table 5; selected tracer (TBA and TMH) results for each extraction well are shown in Figure 2.
Mass recoveries for the alcohol tracers ranged from 96% (TBA) to 121% (TMH). Residual

" ethanol from the cosolvent flood produced some analytical interference in the methanol

laboratory analysis. Consequently, TBA was used as the non-partitioning tracer in the
subsequent analysis. The swept volume estimate based on TBA was 12,200 L. The estimated
volume of PCE ranged from 191 L based on n-hexanol to 33 L based on THM, with the
estimated volume of PCE based on TMH (33 L) considered most reliable because this tracer’s
retardation factors were all greater than 1.2 (Figure 4). Selected tracer BTCs are shown for wells
51 and 55 in Figure 6. As noted for the first tracer test, retardation of the partitioning tracer
relative to the non-partitioning tracer was primarily in the tailing portion of the BTC for well 51,
indicating a non-uniform NAPL distribution. In contrast, there appears to be a clearer peak

separation in well 55, which may result from the efficiency with which the vertical circulating
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pattern intercepts PCE distributed in the swept zone. The spatial distribution of the PCE based

on the vertical circulation wells is shown in Figure 7.

3.1.4. Fourth Partitioning Tracer Test (Post-surfactant flood)

Results from the last partitioning tracer test (post-surfactant flood) are summarized in
Table 5, and selected tracer (methanol and TMH) results for each extraction well are shown in
Figure 2. Mass recoveries ranged from 86% (2-octanol) to 91% (TBA), with the exception of n-
hexanol with a mass recovery of 80%. All mass recoveries were less than those from Test 3. In
contrast to the last tracer test where methaﬁol analytical interfgrence was suspected, components
used in the surfactant flushing solution interfered with TBA laboratory analysis and methanol
was therefofe used as the non-reactive tracer. The swept volume estimates based on the
extrapolated, normalized first moment of methanol was 11,800 L. The estimated volume of PCE
ranged from 20 L based on n-hexanol to 31 L based on DMP. The predicted PCE volumes were

much less variable than in the previous tests, and there is little difference between the pre- and

post-flushing results for TMH, the tracer.with the largest retardation factors. On first inspection,
this would indicate that little PCE was removed during the surfactant flood. This conclusion,

however, is not supported by preliminary results from the surfactant flood, which indicate that

approximately 49 L were removed. An alternative explanation could be the interference of

partitioning tracer behavior by resident surfactants remaining in the cell.
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3.2. Controlled Release Conducted by EPA

3.2.1. Release Details
The release of PCE into the cell was designed to p‘rod‘uceka DNAPL distribution within
the target flow zone between 10.7 and 12.3 m bgs. Researchers from EPA conducted the release
by pumping selected volumes of PCE down the release tubes (to a depth of 10.7 m) at a typfcal
flow rate of 0.57 L/min for the first release, and a higher, tybical rate of 0.90 L/min for the
second release. The intent of the release method was to encourage lateral and vertical spreading
of PCE in the formation while minimizing pooling of the DNAPL on the clay-confining unit, and
therefore minimize the potential for downward migration of PCE through‘natural fractures in the
clay or openings produced during sheet pile installation. Results fror.nv controlled releases in 2-
dimensional physical models and numerical simulations suggested that DNAPL would initially
) spread laterally along the water table and migrate dowanéfd as the DNAPL head increased dr
the water table elevation was lowered. Thus; the water table elevation in the test celi was
— - ——manipulated-to-facilitate-first-horizontal -and-then-vertical-spreading-of the- DNAPL.—TFhe-water
table elevation was positioned at approximately 0.3. m below the release tubes prior to PCE
injection. Water was extracted from the cell during and immediately after the DNAPL release
‘and continued until the transient water table elevation was approximately 0.3 m above the clay
interface. Tap wafer was then iﬁjected into the cell to raise the water table to an elevation above
the‘PCE injectién level. The total volume of PCE injected during the first release was 91.7 L,
énd the total volume of PCE injected during the second release was 49.4 L. The spatial injection

patterns for the first and second releases are shown in Figures 5 and 7, respectively.
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3.2.2. Comparison of First Release to Tracer Tests | and 2

The line-drive conservative tracer test conducted by EPA (Table 1) removed 3 L of PCE
through dissolution by flushing approximately 5 pore volumes of water through the cell, and
another 3 L of PCE were removed as free product from well 56 prior to the start of tracer Test 1.
Therefore, 86 L of PCE were in the cell at the start of tracer Test 1. A comparison of the
predicted PCE volumes to the expected PCE volume is shown in Figure 8. Using only the lower-
zone tracer results of 2-octanol, lsince this tracer displayed the largest retardation factors and
therefore presumably yields the most reliable volume estimates, 22 L were predicted, or 26% of
the expected volume. Using lower-zone 2-octanol results and degradation-corrected, upper-zone
n-heptanol results, 69 L or 80% of the expected volume was predicted. These comparisons
neglect degradation of PCE as well as the dissolved PCE mass. Approximately 2 L (assuming
equilibrium dissolution) or less of PCE may have been resident in solution when the tracer test
was initiated and would not bé part of the tracer estimate. Accounting for the mass of PCE

removed by tracer Test 1 and the cosolvent flood (Brooks, 2000), 30 L of PCE were estimated in

the cell at the start of tracer Test 2. The estimate of the PCE in the cell, based on the upper- and -
lower-zone tracers with the largest partitioning coefficients was 5 L, or 17% of the expected
value (Figure 8).

The spatial distribution of the release cén be compared to the spatial resolutions based on
the EW data from Test 1 (Figure 5). The comparison must be made recognizing that the DNAPL
may have migrated to different regions of the test cell based on the geologic structure of the
media in the test cell. The spatial pattern of the lower-zone and upper-zone PCE distribut‘ion
based on the extraction wells generally agree with the release data in a qualitative comparison.

Higher saturation zones are located in the lower swept zones of wells 46 and 56 where
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significant mass was released, and little PCE was detected in the lower swept zone of wells 44
and 54. Migrdtiori of PCE into the region swept by well 51 may have occurred based on the
comparison of the high PCE volumes detected in both the lower and upper zones relative to the
release volume in that region. |
It is apparent that both tracer tests underestimated the volume of PCE present in the test
cell, based on th.e results of tracers with the largest partitioning coefficients. In terms of PCE
volume, the first two tracer tests underestimated the amount of PCE released into the cell by
about 17 L to 25 L. This might suggeslt that 17 L to 25 L of PCE were not hydraulica}ly
accessible to the tracers. This NAPL could have been pooled on the clay or located in isolated
corners or regions of the test cell. ~ The fact that the cosolvent flood failed to remove
_approximately 30 L of NAPL may also support this conclusion (Brooks et al., 2000; Bréoks,
2000). The fact that the pre-flushing tracer test has high uncertainties caused by degradation of

the upper zone tracers must be recognized when reaching this conclusion.

3.2.3. Comparison of Sécond Release to Tracer Tests 3 and 4

The comparison of results from the third tracer test tb the second release information
must be made recognizing that the level of uncertainty of this comparison is higher than the first
comparison due to the activities conducted in the céll prior to the second PCE release (i.c., first
PCE release and cos:olvent flood). If the basis for evaluating the tracer predictions is the total
PCE estimated in the cell at the start of the third tracer test, then the expected PCE volume is 74
L (28.5 L remaining from the cosolvent demonstration, plus 49.4 L injected during the second
release, minus 3.7 L removed between the release and the start of Test 3 as either free-phase or

dissolved PCE). Based on the tracer with retardation factors consistently larger than 1.2 (TMH),
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the predicted PCE volume is 33 L (Table 5), or approximately 45% of the expected volume.
Based on the mass of PCE removed during tracer Test 3, and preliminary results from the
surfactant flood, the amount of PCE in the cell at the start of tracer Test 4 was 21 L. Based on

the TMH results from Test 4, the predicted PCE volume was 30 L, or 143% of the expected

volume.

4. Discussion

4.1. Prediction Uncertainty

How well should the partitioning tracer methodology predict the PCE volume, in the
absence of all complicating factors? Recent analysis suggest that for conservatively large errors
in fundamental nﬁeasurements, and for retardation factors of 1.2 or greater, the error in_estimated
PCE saturations and volumes are on the order of 10% or less, neglecting uncertainties associated
with BTC extrapolation. ~ The inherent uncertainty associated with partitioning tracer

methodology is relatively small, as shown in recent work by Dwarakanath et al. (1999) and Jin et

al. (2000) on the errors in PCE saturation estimates based on partitioning tracer theory. The "
random errors associated with sample analysis and flow measurements can be propagated
through the momént calculations in an effort to provide a measure of the error in the PCE
volume estimates as well (Brooks, 2000).

The regulatory permit restricted the PCE release volume to less than 100 L, which
resulted in cell-average PCE residual saturations of 0.005 and 0.0009 for Test 1 and Test 2,
respectively, and 0.002 for Test 3 and 4. Thus, only tracers with large K, are expected to yield
retardation factors larger than 1.2 recommended by Jin et al. (1995, 1997). However, non-

uniform DNAPL distribution is manifested as extensive tailing in tracer BTCs, even for cases
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when the retardation factor is greater than or equal to 1.2. As such, moment analysis and PCE
volume estimates are complicated by reliance on BTC data extrapolation beyond the region of
analytical reliability of measured low tracer concentrations. Thus, all of our tests were performed
near the lower limits of the tracer technique’s design capabilities. Extrapolation of the BTC using
an assumed model (typically an exponential function) is typically employed to minimize
truncation errors (Pope et al., 1994; Annéble et al., 1998). Figure 8 indicates the extent to which
the extrapolation calculationé changed the PCE volume predictions in this work. Other
extrapolating functions or analysis procedures may prove bettef suited for accﬁrately predicting
the PCE volume.

An assessment of performance between the four tests should also be made with the
recognition that, in genéral, the prediction’uncertainty increased for each subsequent tracer test
conducted in.the cell. This results from factors which are not an inherent Apart of the partitioﬁing—

tracer methodology, but rather, from factors introduced due to the nature of the test setting and

the structure of the project. There was also the added complexity of tracer degradation for the

upper-zone tracers in Test 1, and the complicating potential for residual cosolvent flushing
solution to -impact partitioning tracer behavior for Tesfs 2, 3,' and 4.

Another source of uncertainty was background tracer sorption. Results from the
béckground tracer test yielded an equivalent background PCE volume of 52 L based on DMP
results. This value represents a significant volume of PCE relative to the maximum release
volume of 100 L, and more importantly, it represénts a significant volume bof PCE reiative to the
PCE volume estimates obtained in the later tracer tests. Due to potential changes in sorption
characteristics after remedial flushing, coﬁections based on results from the background.tracer

test were considered inappropriate for tests other than Test 1. Moreover, corrections were only
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considered appropriate for PCE volume estimates based on DMP, due to potential changes in
sorption characteristics for each tracer. Tracers with larger partitioning coefficients may in fact
- have greater background sorption due to their larger hydrophobicity. Finally, application of
background sorption corrections was hindered by changes in the injection/extraction pattern and
saturated thickness in the background tracer test and Test 1. Had it been possible to apply

corrections for background tracer retardation, the estimated PCE volume would have been

systematically smaller.

4.2. Hydrodynamic Aécessibility

The discrepancy between predicted and expected‘ PCE volumes could be the result of
DNAPL migration to locations in the cell which were hydraulically isolated from the tracer flow
fields, such as topographic low spots on the clay confining layer or “pools” formed in other

locations. The elevation of the clay confining unit varied by approximately 0.6 m across the cell

- ~——based-on-the-boring-log-information.Free-phase PCE was collected from well 56 prior to_ Test 1
and the maximum depth to clay (12.5 m) was estimated from the boring log for this well. It is
possible therefore, that some PCE pooled in the low spot around this well, or other locations that
were lower than detected during coring. Jin et al. (1997) investigated errors in partitioning tracer
predictions if pooled DNAPL were present using modeling simulations. The relative error
between tracer predicted PCE volumes and expected PCE volﬁmes based on those modeling
scenarios are comparable to the relative errors reported herein. Likewise, relative errors reported
herein are similar to those reported from laboratory experiments conducted to investigate the

impact of preferential flow and physical nonequilibrium on partitioning tracer predictions

(Nelson et al., 1999).
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Lirhitations in hydrodynamic accessibility could also have occurred as a result of
potential PCE injection into, or migration to layers of low conductivity within the flow field.
Limitations in hydrodynamic accessibiiity could subsequently result as the tracers by-passed
these low—cond'uctivit? regions. Hydrodynami§ accessibility can be evaluated as a function of
the pumping pattern for the pre-remedial demonstrations by a comparison of the swept volumes
(determined from first normalized moments for the non-reactive tracers). These momehts.yield
swept volume estimates of 16,600 L (Table 3 and 4, methanol for lower zone and IPA, corrected,
for upper zone) for Test 1 and 12,200 L for Test 3 (Table 5). Based on the average water

elevation over the duration of the test, an effective porosity estimate of 0.29 (0.26 if uncorrected

* IPA results are used) is obtained for Test 1, and 0.20 to 0.22 is obtained for Test 3 using TBA

and methanol, respectively. Therefore, the double five-spot pumping pattern appears to have
sampled a larger portion of the cell pore space. This could be explained using the conclusion
reached from Chen and Knox (1997) that vertical circulation wells with unequal injection and

extraction rates could produce dead zones not swept by the tracers. Since the total injection rate

and extraction rate were approximately equal, the entire pore space should have been swept.
However, on a more local scale, differences between injection and extraction rates may have
contributed to more stagnant zones in the cell compared to the. double five-spot pattern. Another
disadvantage to vertical circulatién wells lies in the potential for the tracer to short circuit the
formation and ﬂoW directly from the injectioﬁ to extraction portions of the wéll. The bimodal
nature of the BTC from well 51 (Figure 6), which was also observed in well 44, is evidence that

some short-circuiting occurred in these wells during Test 3.

4.3. Prediction Variability within a Single Test
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As indicated by the results summarized in Tables 3 and 5, the tracers with smaller
partitioning coefficients predicted more PCE than tracers with larger partitioning coefficients. It
is unclear why this trend was observed, but one possible explanation is rate-limited mass transfer
processes. Tracers with larger partitioning coefficients have larger affinities for the NAPL, and
may therefore experience more rate-limited desorption than tracers with smaller partitioning
coefficients (Heyse et al., 2001). Theoretical analysis (Valocchi, 1985) suggests that the first
normalized moment of tracer BTCs, hence the estimated retardation factor, is not expected to be
influenced by non-equilibrium sorption/partitioning. Extensive tailing of the BTCs resulting
from non-equilibrium processes does increase the higher moments, reflecting increased
spreading and tailing. In practice, therefore, underestimation of the first-normalized moment

from measured tracer BTCs is likely due to problems of data truncation and errors associated

with data extrapolation.

5. Summary and Conclusions

The primary objective of the partitioning tracer “blind” tests reported here was to
evaluate the reliability with which DNAPL volume within a source zone can be estimated for the
case where the total volume of DNAPL released into a hydraulically isolated test‘cell was
exactly known. A total PCE release volume of less than 100 liters (regulatory permit limits) and
the resulting average PCE residual saturation of about 0.01, as well as the expected
heterogeneous PCE spatiél distribution all contributed to a challenging task at the very outset.
As a result, the tracer tests were being conducted possibly near the limits of the technology.
These problems were expected to be even rr.10re' vexing for the post-remediation tracer tests

because the PCE volume would be smaller since PCE mass was removed by in-situ flushing, and
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much of the remaining PCE is likely to be located in hydrodynamically inaccessible zones of the
swept volume. Various design and experimental strategies (multiple tracers with a range of
partitioning coefficients in all tests, vertical segregation in Tests 1 and 2, vertical pumping
pattefns in Tests 3 and 4) were attempted to overcome each of these limitations inl conducting the
tracér tests. However, interpretation bf the data from each tracer test was confounded by
additional complications.

In all tracer tests, the PCE volume was underestimated. This could be attributed to low
average residual satﬁrations of PCE, as discussed above. While selection of tracers with larger
partition coefficient is warranted, increased mass-transfer constraints limited data interpretation.
The reported estimates of PCE. volumes ignore backgrouﬁd tracer retardation, and would be even
less if corrections were included. Two general observations can be made based on the results
from the first three partitioning tracer tests: (1) the PCE volume predic&ed varied within each test
depending on the partitioning tracer, and (2) the predicted PCE volume was less than expected,

even when using the data for partitioning tracers with the largest partitioning coefficients (18%

to 80% of the expected volume). In contrast, the last partitioning tracer test displayed relatively “
little prediction variation, and its predicted PCE volume was larger than the expected PCE
volume (143% for the tracer with the largest partitioning coefficient). However, the similarity in
predicted PCE volumes between Test 3 and Test 4 (pre- and post-surfactant flushing), at least for
the tracers with the highest partitioniné coefficients, does not agree with the preliminary results
of PCE volume removed during the surfactant ﬂood, and calls into question the reliability of the
test results. An increase in background sorption of tracers due to the presence of residual

surfactant sorbed to the aquifer matrix was the likely reason for larger retardation. Finally,
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uncertainties introduced in accounting for tracer degradation were significant in the first
partitioning tracer test.

A general conclusion that can be drawn from these experimental results is that tracer test
data need to be critically evaluated for multiple confounding factors and artifacts. The
hydrogeological and biogeochemical characteristics of the source zone, heterogeneous DNAPL
distributions, tracer selection, injection/extraction schemes, and prior activities in the source zone
all play a role in determining the outcome of the partitioning tracer tests. Interpreting the results
from the partitioning tracer tests must be reviewed with these factors in mind.

The tracer tests, under the conditions of our studies, provided a reliable qualitative
confirmation of the presence of DNAPL within the swept zone. But, the quantitative estimates of
DNAPL volume were subject to large errors. However, in all four teéts, results from the tracer
suite did bracket the expected volume. The reliability of the fracer technique is likely to be better
for the cases where the DNAPL volume is greater or the average DNAPL saturation is larger, but

controlled experiments to confirm this have not been conducted.

Acknowledgments

The authors gratefully acknowledge the help of Sten Berglund, Jachyun Cho, Clayton
Clark, Lane Evans, Andrew James, Heonki Kim, Suzy Kuhn, Irene Poyer, Claire Shukla, Gloria
Sillan, and Meifong Zhou from the University of Florida; Gavin James from the University of
Oklahoma; Mark Hogan and Rob Young from Mantech Environmental Research Services
Corporation; Mark Hasegawa and Jarod Norris from SURBEC; Tim McHale, Dover National
Test Site Program Manager, Air Force Research Laboratory; Russel Cook, Bart Faulkner, John

Hoggatt, Tony Lee, and Susan Mravik from the EPA; and Major Paul Devane from Armstrong

Tracer Manuscript 26 of 3312/12/01




— - -——References

Laboratories, Tyndall AFB. This project was funded by the United States Department of
Defense (DOD) Strategic Environmental Research and Development Program (SERDP), which
is a collaborative effort involving the EPA, DOD, and the United States Department of Energy.
This document has not been sui)jected to peer review within the funding agency, and the
conclusions stated here do not necessarily reflect the official views of the agéncy nor does this
document constitute an official endorsement by the agency.

’fhe Dover National Test Site is one of four National Environmental Technology Site
(NETTS) locations established and managed by SERDP. The demonstration complied ‘with
prescribed NETTS protocols and guidelines for quality assurance, health and safety, technical
completeneSs, and regulatory compliance. The support of the NETTS facilities and test location
man;clger and staff are gratefully acknowledged. For further information on NETTS locations or
SERDP, contact Cathy Vogei or Matt Chambers at 703-478-5186 or‘ visit the SERDP web site at

www.serdp.gov.

Annable, M.D., Rao, P.S.C., Graham, W.D., Hatfield, K., Wood, A.L., 1995. Use of partitioning
tracers for measuring residual NAPL distribution iﬁ a contéminated aquifer: Preliminary
results from a field-scale test. Zﬁd Tracer Workshop, Austin, Texas, pp. 77-85.

Annable, M.D., Rao, P.S.C., Hatfield, K.H., Graham, W.D., Wood, A.L., Enfield, C.G., 1998.
Partitioning tracers for measuring residual NAPL: Field-scale test results. Journal of
Environmental Engineering. 124 (6), 498-503.

Brooks,} M.C., 2000. Characterization and remediation of a controlled DNAPL release: field
study and uncertainty analysis. Ph.D. Dissértation, University of Florida, Gainesville,

Florida, 147 pp.

Tracer Manuscript 27 of 3312/12/01




Brooks, M.C., Annable, M.D., Rao, P.S.C., Hatfield, K., Jawitz, J.W., Wise, W.R., Wood, A.L.,
C.G. Enfield, 2000. Field-scale cosolvent flushing of DNAPL from a controlled release.
Submitted to Water Resources Research.

Brooks, S.C., Taylor, D.L., Jardine, P.M., 1998. Thermodynamics of bromide exchange on
ferrihydrite: Implications for bromide transport. Soil Science Society of America Journal,
62(5), 1275-1279.

Brusseau, M.L., Nelson, N.T., Cain, R.B., 1999. The partitioning tracer method for in-situ
detection and quantification of immiscible liquids in the subsurface. In Innovative
Subsurface Remediation, Field Testing of Physical, Chemical, and Characterization
Technologies, ACS Symposium Series 725, edited by M.L. Brusseau, DA Sabatini, J.S.
Gierke, and M.D. Annable, American Chemical Society, Washington, D.C., 208-225.

Cain, R.B., Johnson, G.R., McCray, J.E., Blanford, W.J., Brusseau, M.L., 2000. Partitioning
tracer tests for evaluating remediation performance. Ground Water, 38(5), 752-761.

Cooke, C.E., Jr., 1971. Method for determining residual oil saturation. U.S. Patent 3,590,923,

U.S. Patent Office, Washington, D.C.

Dean, H.A., 1971. Methbd for determining fluid saturation in reservoirs. U.S. Patent 3,623,842,
U.S. Patent Office, Washington, D.C. |

Dwarakanath, V., Deeds, N., Pope, G.A., 1999. Analysis of partitioning interwell tracer tests.
Environmental Science and Technology, 33(21), 3829-3836.

Falta, RW., Lee, C.M., Brame, S.E., Roeder, E., Coates, J.T., Wright, C., Wood, A.L., Enfield,
C.G.,, 1999. Field test of high molecular weight _alcohol flushing for subsurface

nonaqueous phase liquid remediation. Water Resources Research, 35(7), 2095-2108.

Tracer Manuscript 28 0f 3312/12/01




Hayden, N.J., Linnemeyer, H.C., 1999. Investigation of partitioning tracers for determining coal
tar saturation in soils.‘ In Innovative Subsurface Remediation, Field Testing of Physical,
Chemical, and Cha;‘*ac’terfizatz‘on Technologies,' ACS Symposium Series 725, edited by
Brusseau, M.L., Sabatini, D.A., Gierke, J.S., Annable, MD, American Chemical
Society, Washington, D.C., 208-225. |

Heyse, E., Augustijn, D.C:M., Rao, P.S.C., Delfino, J.J., 2001. Nonaqueous phase liquid
dissolution and soil organic matter sorption in porous media: Review of system
similarities. CRC Critiéal Reviews in Environmental Control (In Review; submitted
March 2001). |

- James, A.L, ‘Graham, W.D., Hatfield, K., Rao, P.S.C., Annable, M.D., 2000. Estimation of
spatially variable fesidual flow fields using partitioning tracer data. Water Resources
Research, 36(4), 999-1012.

Jawitz, J.W., Annable, M.D., Rao, P.S.C., Rhue, R.D,, 19985. Field implementation of a winsor

type I surfactant/alcohol mixture for in situ solubilization of a complex LNAPL as a

single-phase microemulsion. Environmental Science and Technology, 32(4), 523-530.
Jawitz, J .W.», Anﬁable, M.D., Rao, P.S.C., 1998b. Characterizing the spatial distribution of non-
aqueous phase contaminants using partitioning tracers and the method of moments.
International Conference and Special Seminars on Groundwater Qﬁality: Remediation
and Protection, IAHS, Tubingen, Germany, 422-425. |
Jawitz, JW., Sillan, R.K., Annable, M.D., Rao, P.S.C., Warner, K., 2000.; In-situ alcohol
flushing of a DNAPL source zone at a dry cleaner site. Environmental Science and

Technology, 34(17), 3722-3729.

Tracer Manuscript 29 0f 3312/12/01




Jin, M., Delshad, M., Dwarakanath, V., McKinney, D.C., Pope, G.A., Sepéhrnoori, K., Tilburg,
C., Jackson, R.E., 1995. Partitioning tracer test for detection, estimation, and remediation
performance assessment of subsurface nonaqueous phase liquids. Water Resources
Research, 31(5): 1201-1211. |

Jin, Mv., Butler, G.W., Jackson, R.E., Mariner, P.E., Pickens, J.F., Pope, G.A., Brown, CL.,
McKinney, D.C., 1997. Sensitivity models and design protocols for partitioning tracer
tests in alluvial‘ aquifers. Ground Water, 35(6): 964-972.

Jin, M., Jackson, R.E., Pope, G.A., 2000. The interpretation and error analysis of PITT data. In
Treating dense nonaqueous-phase liquids (DNAPLs): Remediation of chlorinated and
recalcitrant compoundé, edited by Wickramanayake, G.B., Gavaskar, A.R., Gupta, N.,

Lee, C.M.,, Meyers, S.L., Wright, C.L., Jr., Coates, J.T., Haskell, P;A., Falta, RW., Jr., 1998.

NAPL compositional changes influence partitioning coefficients. Environmental Science

and Technology, 32(22), 3574-3578.

Nelson, N.T., Brusseau, M.L., 1996. Field study of the partitioning tracer method for detection of

dense nonaqueous phase liquid in a trichloroethene-contaminated aquifer. Environmental
Science & Technology, 30(9): 2859-2863.

Nelson, N.T., Oostrom, M., Wietsma, T.W.? Brusseau, M.L., 1999. Partitioning tracer method for
the in situ measurement of DNAPL saturation: Influence of heterogeneity and sampling
method. Environmental Science & Technology, 33(22), 4046-4053.

Noll, M.R., Farrington, S.P., McHale, T.J., 1998. Permit Application for United States Air Force
Groundwater Remediation Field Laboratory, Cosolvent Solubilization Technology

Demonstration. Submitted to the Delaware Department of ‘Natural Resources and

Environmental Control, May.

Tracer Manuscript 30 0f 3312/12/01




Pope, G.A., Jackson, R.E., 19995. Characterization of organic contaminants and assessment of
remediation performance in subsurface formations. U.S. Patent 6,0.03,365, U.S. Patent
Office, Washington, D.C.

Pope, G.A,, Jacksph, R.E., 1999b. Characterization of organic contaminants and assessment of
remediation performance in subsurface formations. U.S. Patent 5,905,036, U.S. Patent
Office, Washington, D.C.

Pope, G.A., Jin, M, Dwarakanath,' V., Rpuse, B., Sepehrnoori, K., 1995. Partitioning tracer tests
to characterize organic contaminants. 2nd T récer Workshop, Austin, Texas, pp. 65-75.

Rao, P.S.C., Annable, M.D,, Sillan, RK,, Dai, D,, Hatﬁeld, K.H., Graham, W.D., Wood, A.L.,
Enfield, C.G., 1997. Field-scale evaluation of in-situ cosolvent flushing for enhanced
aquifer remediation. Water Resources Research, 33 (12), 2673-2686.

Rao, P.S.C., Annable, M.D., Kim, H., 2000. NAPL source zone characterization and remediation
technology performance assessment: Recent developments and applications of tracer

techniques, Journal of Contaminant Hydrology. 45 (1-2), 63-78.

Starr, R.C., Cherry, J.A., Vales, E.S., 1992. A new steel sheet piling with sealed joints for

groundwater pollution control. 45th Canadian Geotechnical Conference, Toronto,
Ontario.

Tang, J.S., 1995. Partitioning tracers and in-situ fluid-saturation measurements. SPE Formation
Evaluation, 10 (1), 33-39.

Thomas, A., 1996. GRFL: An oppoftunity in :grou.ndwater rerﬁediation research. The Civil
- Engineer, 4 (2), 34-35. |

Valocchi, A., 1985. Validity of the local equilibrium assﬁmption for modeling sorbing solute

 transport through homogeneous soils. Water Resources Research, 21 (6), 808-820.

Tracer Manuscript 31 0f 3312/12/01




Willson, C.S., Pau, O., Pedit, J.A., Miller, C.T., 2000. Mass transfer rate limitation effects on
partitioning tracer tests. Journal of Contaminant Hydrology, 45 (1-2), 79-97.

Wise, W.R., 1999. NAPL characterization via partitioning tracer tests: quantifying effects of
partitioning nonlinearities. Journal of Contaminant Hydrology, 36 (1-2), 167-183.

Wise, W.R,, Dai, D., Fitzpatrick, E.A., Evans, L.W., Rao, P.S.C., Annable, M.D., 1999. Non-
aqueous phase liquid characterization via partitioning tracer tests: A modified Langmuir

relation to describe partitioning nonlinearities. Journal of Contaminant Hydrology, 36 (1-

2), 153-165.
List of Tables
Table 1. Activities conducted in the cell.

Table 2. Tracers used in the partitioning tracer tests. The partitioning coefficients (Knw) are for
PCE-water partitioning.

Table 3. Summary of tracer results from Test 1 (pre-cosolvent flood) and Test 2 (post-cosolvent
flood). ‘

Table 4. Test 1 (pre-cosolvent flushing test) upper zone tracer results with degradation

Afs o
VULICUUIUTLSY

Table 5. Summary of tracer results from Test 3 (pre-surfactant flood) and Test 4 (post-surfactant
flood).

List of Figures
Figure 1. Test cell instrumentation layout. (Plan view).

Figure 2. Swept volume (white bar) and PCE volume (black bar) estimates per well for A) Test

1, lower zone; B) Test 2, lower zone; C) Test 1, upper zone (based on degradation-corrected
results); D) Test 2, upper zone; E) Test 3; and F) Test 4.

Figure 3. Tracer breakthrough curves at well 51 from Test 1 (pre-cosolvent flood). A)
Common lower-zone tracers, and B) upper-zone tracers, before and after correction for tracer
degradation. The solid lines represent the extrapolated portion of the BTCs.

Figure 4. Summary of retardation factors measured in Test 1 through Test 4 (excluding unique
tracers used in Test 1). The tolerance bars indicate the minimum and maximum measured

Tracer Manuscript 32 0f 3312/12/01




retardation factors, and the dashed line represents the recommended minimum retardation factor
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zone PCE volume (L) estimates are based on the corrected IBA and n-heptanol results, and the
lower-zone PCE volunie estimates are based on methanol, 2-octanol, and the four unique tracers.
The PCE volume (L) injected per location during the first release is indicated by the number
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and 3,5,5-trimethyl-1-hexonal (open triangles).

Figure 7. PCE spatial distribution based on Test 3 (pre-surfactant flood) vertical circulation well
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extrapolation (lower-zone tracers only for Test 1 and Test 2). '
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Table 1. Activities conducted in the cell.

Activity Date Tracer Test
Reference Number

Hydraulic Test September 5 - 8, 1997
Background Tracer Test May 28 - June 4, 1998 Background
First Controlled PCE Release June 10 - 12, 1998
Conservative Tracer Test June 19 - 26, 1998
Pre-Cosolvent Flood Tracer Test July 1-12, 1998 1
Ethanol Flushing Test February 2 - March 12, 1999
Post-Cosolvent Flood Tracer Test May 7 - 19, 1999 2
Second Controlled PCE Release March 13, 2000
Pre-Surfactant Flood Tracer Test June 13 - 29, 2000 3

Surfactant Flushing Test
Post-Surfactant Flood Tracer Test

August 2 - September 15, 2000
October 9 - 26, 2000




Table 2. Tracers used in the partitioning tracer tests. The

|

‘ ) partitioning coefficients (Kyw) are for PCE-water partitioning.

|

Tracer Abbreviation| Kyw Used in Tests
Conservative
Bromide 0 BG, 4
Todide 0 1,243
Methanol 0 BG, 1%, 2%, 3,4
tert -Butyl alcohol TBA 0 1°,3,4
Isobutyl alcohol IBA 0 1%, 2¢
Isopropyl alcohol IPA 0 1
Partitioning
" n-Hexanol 8 1%,2% 3,4

2,4-Dimethyl-3-pentanol "DMP 30 BG, 1%,2°,3,4 .
3-Heptanol : 25 1°
n -Heptanol _ 32. 1¢,2¢
2-Octanol 110 12,2°, 3,4
2-Ethyl-1-Hexanol 2E1H 230 2¢
n -Octanol 1" 170 BG, 1°
3,5,5-Trimethyl-1-Hexonal TMH- 230 2%,3,4

®Common lower-zone tracer _
"Well 45 unique, lower-zone tracer

“Well 55 unique, lower-zone tracer
dCommon upper-zone tracer




Table 3. Summary of tracer results from Test 1 (pre-cosolvent flood) and Test 2 (post-

cosolvent flood).

Test 1 Test 2
Tracer Mass Swept PCE Mass Swept PCE
Recovery| Volume | Volume JRecovery Volume | Volume
(%) (L) @) (%) L) @)

Upper Zone

Isopropyl Alcohol® 86% | 10,800 -

Isobutyl Alcohol” 91% | 10,400 -

n -Heptanol 72% - 0° 88% - 5

2-Ethyl-1-Hexano!® 91% - 1
Common Lower Zone

Methanol 97% 3,800 - 89% 4,600 -

n-Hexanol - 95% - 71 90% - 45

2,4-Dimethyl-3-pentanol 100% - 33 91% - 12

2-Octanol 104% - 22 92% - 6

3.5.5-Trimethyl-1-Hexonal® 97% - 4
Unique Lower Zone

tert -Butyl Alcohol™* 100% | 3,200 -

n -Octanol™* 130% - 17

Isobutyl Alcohol*® 93% 2,500 -

_3-Heptanol™* 96% - 29

“Test 1 only.
®Test 2 only.
‘Well 45 unique lower zone tracer
Well 55 unique lower zone tracer

“Retardaton of n-heptanol relative to isopropyl alcohol was less than one.
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Table 5. Summary of tracer results from Test 3 (pre-surfactant flood) and Test 4 (post-

surfactant flood). .

Test 3 Test 4
Tracer Mass | Swept PCE Mass | Swept PCE
Recovery| Volume | Volume |Recovery| Volume | Volume
(%) L) @L) (%) L) @)
Methanol 103% | 13,100 - 90% 11,800 -
tert -Butyl Alcohol 96% 12,200 - 91% 12,200 -
n -Hexanol 111% - 191 80% - 20
2,4-Dimethyl-3-pentanol 101% - 78 88% - 31
2-Octanol 106% - 49 86% - 29
3,5,5-Trimethyl-1-Hexonal 121% - 33 90% - 30




@ Well e Release point -

Figure 1 Test cell instrumentation layout. (Plan view.) |
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Figure 2. Swept volume (white bar) and PCE volume (black bar) estimates per well for A)
Test 1, lower zone; B) Test 2, lower zone; C) Test 1, upper zone (based on degradation-
corrected results); D) Test 2, upper zone; E) Test 3; and F) Test 4.
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Abstract

Introduction

There are many instances in hydrology and engineering where tracers are used to
characterize system hydrodynamics. This typically involves measuring the system response to
an injected tracer in the form of a breakthrough curve (BTC). Subsequent BTC analysis has
varied, but has generally followed one of two methods: moment analysis or model analysis.
Model analysis typically consists of a procedure whereby model parameters are determined such
that the mathematical model prediction matches the tracer response (curve fitting), and
hydrodynamic properties of the system are characterized by the model parameters. It has been
reported that curve-fitting techniques produce more accurate results compared to the use of
moments (Fahim and Wakao, 1982; Haas et al., 1997). The mathematical model must be based
on the physical and chemical nature of the hydrodynamic system. The inability of mathematical

models to accurately describe the physical and chemical nature of complex hydrodynamic

systems is a disadvantage of this approach. In moment analysis, hydrodynamic properties of the
system are investigated using moments calculated from the BTCs. For example, the zeroth
moment of the BTC is a measure of the tracer mass recovered from the system, the first moment
is a measure of the travel time through the system, and the second moment is a measure of the
mixing in the system. Moments can be estimated from the BTCs either by direct numerical
integration, or by fitting a curve to the BTC and then subsequent analysis is based on moments
estimated from the mathematical curve (Jin et al., 2000, Haas et al., 1997, Helms, 1997). In the
latter case, it is not necessary for the model to be an accurate representation of the physic_al

system, all that is necessary is for the curve to accurately describe the shape of the breakthrough
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curve. Helms (1997) showed that nonlinear regression methods were more reliable for
estimating BTC moments than direct integration for imperfect BTCs. However, assuming an
adequate number of data points are available to define a BTC, direct numerical integration of the
BTC has been found to satisfactorily predict moments (Helms, 1997; Jin et al., 1995???). With
this qualification, direct integration using the trapezoidal rule to estimate moments from BTCs is
advantageous due to its simplicity. |

Skopp (1984) stated that the accurate estimation of moments is prevented for two
reasons. “First, the data obtained is invariably noisy; .secoﬁd, at some point the data must be
truncated.” Noisy data is the result of méasurement error, and is inherent in any experimental
procedure. The uncertainty associated with each measurement can be divided into what has
traditionally been referred to as systematic and random errors. Systematic errors are generally
defined as errors that affect the measurement in a consistent manner, and if ideﬁtiﬁed can be
corrected by applying an appropriate correction factor (Massey, p. 67, 1986). Sy'stematic errors

can be further classified as constant or proportional errors (Funk et al., 1995). Constant

systematié errors have a magnitude that is independent of the measurement magnitude, while

- proportional systematic errors are scaled to the measurement magnitude.- Random errors result

from unidentifiable sources, and must be handled using stochastic methods. - The accuracy of a
measurement is therefore a function of both systematic and random errors, and the precision of
multiple measurements is a function of random errors.

The uncertainty in an experimental result due to random measurement error can best be

estimated by conducting statistical analysis on results from multiple trials of the same

experiment. However, in many cases, it is not practical to conduct multiple trials of the same

experiment, as in the case of large field-scale experiments. In such situations, it is necessary to
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estimate experimental uncertainty by other means, such as efror-propagation techniques. This
bésically consists of measuring or estimating uncertainty for fundamental variables, and then
propagating the uncertainties through to the final experimental result. For moments based on
direct numerical integration of the BTCs, fundamental variables consist of time or volume, and
concentration. Eikens and Carr (1989) uséd error-propagation methods to estimate the
uncertainty in statistical moments of chromatographic peaks. Their method was based on several
simplifying assumptions, which limited application to temporal moments based on evenly spaced
data and constant concentration uncertainty. Specifically, they presented formulas for the
absolute'zeroth, first normalized, and second normalized moments under the stated conditions.
This paper presents analytical and semi-analytical equations to estimate the uncertainty in
moments resulting from systematic and random measurement errors. The method is based on the
assumption that moments are estimated from experimentally measured BTCs by numerical
integration using the frapezoidal rule. It is also assumed that a finite tracer pulse is used in the

tracer test. However, the same methods could be used to develop uncertainty equations if tracer

is introduced into the system by a step change in concentration. A synthetic data set is used to
demonstrate uncertainty estimates with the equations. Uncertainly predictions resulting from
random measurement errors are compared to results from a Monte Carlo analysis for validation.

Finally, the equations are used to investigate general relationships between uncertainty in

measurements and estimated moments.

THEORY

General Expressions
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To establish the framework work for discussing systematic and random errors, the
method used to calculate moments from experimental data By numerical integration using the
Trapezoidal rule is outlined. An experimentally .measured breakthrough curve can be
represented by a series of volume and concentration measurements,

Vi, ...Vi1, Vi, Vi, ... Vp,and cld, ...ci-ld, cid, ci+1d, ...cnd (D

where, V; = i" cumulative volume méasufement [L3], and cid = i™ dimensioned concentration
measurement [ML?]. Each dimensioned concentration, (;id, is converted to a dimensionless
concentration, c;, by dividing by the tracer injection concentration (Co):

¢ =3 Q)
Co

In general, the absolute k™ moment of the breakthrough curve, my L’ ®*D1, is defined as:
m, = [cvtav, 3)
aﬁd can be approximated'using the Trapezoidal rule:

n-1
o N AXZ YTk

~_~
4
N’

M= ) oV vy

i=l

where, AV;= (Vi1 — Vi) = change in cumulative volume over the i" interval, and V¥c, = (Vic; +

Vi+1kci+1)/2 = average product of cumulative volume raised to the k™ power and concentration
over the i™ interval. Note that the numerical approximation methods used herein employ a
forward difference scheme starting with i = 1. The absolute zeroth moment of the breakthrough

curve, mp [L3] 1s:

my = [cdv = nZ_EE,.AVi | (4b)
i=1
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where, ¢; = (c; + ¢i+1)/2 = average concentration over the i™ interval, is a measure of the mass
associated with the breakthrough curve, and is typically used to measure the tracer mass
recovered, or to measure contaminant mass removed in groundwater remediation. The absolute

first moment of the breakthrough curve, m; [L®] can be approximated by:
n-l -
m, = chstZAV,.Vc,- , (4c)
’ i=]

where, f/_cT = (Vici + Vis1civ1)/2 = average product of cumulative volume and concentration over
the i® interval [L*].

Haas (1996) discussed the difference between approximating moments using equation 4a

and
n-1 _ '

m, = [cVdv=Y AV VG, | (5)
A

where, Vi = (Vi + Vi+1k)/2 = average cumulative volume raised to the k™ power over the i"

interval [L*]. He concluded that equation 4a produced a less biased estimate of the moments,

and therefore should be used in preference to eqqation 5. As an illustration of this point, Figure
1 shows the percent difference between tﬁe first through the fourth absolute moments of the
Normal probability density function estimated using equations 4a and 5, as a function of the
number of intervals used in the Trapezoidal rule. The percent difference between the first
absolute moment estimated using equations 4a and 5 is practically insignificant for 10 or more
intervals. However, significant differences are observed for the higher moments. At least 80
intervals are needed to ensure the percent difference between the second through the fourth
absolute moments using equations 4a and 5 is less than 1%. In addition, use of equation 4a

allows for a more general expression of uncertainty in moments estimated from the Trapezoidal

rule. Consequently, equation 4a is used in this work.
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The pulse-corrected, normalized first moment, .’ [L*]is defined as:

.om Y,
L =———— 5
1 ) 2 ( )

where V,, = tracer pulse volume [L*]. The normalized first moment for nonreactive tracers is a
measure of the volume swept by the tracer(s). This is generally referred to as the mean residence

volume, or for groundwater tracer tests specifically, it is referred to as the swept pore volume.

Systematic Errors

The effect of systematic errors can be estimated in a deterministic manner byv simply
incorporating systematic errors into equations 1 through 5. T his was‘ done for both constant and
proportional systematic errors in volume and concentration fneasurementS, and those derivations

and resulting formulas are presented in Appendix A.

Random Errors

The effects of random errors in volurhe and concentration measurements were estimated
by applying'propégation of error formulas to equations 1 through 5. The procedure is presented
below for the k™ moment. Uncertainty formulas for the specific cases of the zeroth (k = 0) and
first (k = 1) absolute moments are presented in Appendix B. Each measurement is assumed to

have a zero-meaned, random error such that:

a=a'+e, , » . : @)
where, o = measured value, o' = true value, and e, = zero-meaned, random measurement error.

The expectation, or mean, [y, of a random variable x is defined as:

u, =E[x]= [xp,(x)dx , . | (82)
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where, x = random variable, and p,(x) = probability density function of x. The variance of X,

referred to as either var[x] or &, is defined as:

o’ = varlx]= E[xz]— pl. (8b)

Applying equations 8a and 8b to equation 7 results in: |

Ela]=a',and (9a)

var|a]= var[ea] , (9b)
respectively. Each dimensioned concentration is converted to a dimensionless concentration as
shown in equation 2. Generally, the value of ¢, has less uncertainty than ¢ because c, is a
designed concentration produced at the start of ‘tracer tests, and because multiple samples from

the injection volume are generally collected and analyzed. Therefore, the error associated with

Co is neglected, and the error associated with ci is assumed equal to the error associated with c;d,

scaled by c.

General Error Expression for the kth moment based on Trapezoidal rule approximation,

— '"--***Rcferring—to—eqﬂat-ion—4a,—a—genera-l—expr—ess~ion—fer—the—v§riance~9£4he—k9—momem—can_bev_ P
developed by starting with the variance of AV;, which can be exp?essed in terms of the variance
in the i and (i+1)™ cumulative volume measurements by:
a'zvm = Uﬁ[i] + 0';[141] . (12)
Note that equation 12 reflects that the volume measurements are independent of one another. To

avoid double subscripts, the notation V[i] is used to represent V; . Formally, the expected value

of a function, g(x,y), with two random variables (x and y) is:

Elg(x,y)]= [ fe(x,y)p,, (x,y)dxdy (10a)

Q000
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where pxy(X,y) is the joint probability density function. If x and y are independent, then the

expected value of the function is:

Efg(x,y)]= [ [2(x.y)p.(p, (y)dxdy - o)

where px(x) and py(y) are the density functions for random variables x and y, respectively. In

order to estimate the variance of g(x,y), equation 10a or 10b would be used with

varlg(x,y)]= Elig(, y)} |- fgen ) - - (11)
Assuming volume and concentration measurements are independent, equations 10b and 11 can
be used to derive the formula for the variance of Vikci, which is:

o} (Vie, )= V2o, + o2 (VE k2 + 0 (Vi ol (13)

The variance of V¥c, in terms of the variance in the i and (i+1)® volume and dimensionless

concentration is given by:

cz(vkci)=%c2(vikci)+%cz(vi‘;cm) - (14)

Note that equation 14 reflects that concentration measurements (for a given tracer) are

independent from one another. The next step is to estimate the variance of V¥c.AV,. The terms

V¥c, and AV;are not independent since both are a function of V; and Vi:+;. Consequently, the

formal for the variance of the product V¥*c,AV, must account for the covariance, o(V¥c,, AV,),

between the terms. Goodman (1960) presented a general formula for the product of correlated
random variables. Under the assumption of bivariate normally distributed random variables,
Bohrnstedt and Goldberger (1969) showed that the variance of the product of correlated random

variables a and b is:
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oy =@'0, +b’0l +[o(a,b)] +2ab o(a,b)+ o?0? . (262)
Applying a= AV, and b= V_c: to equation B-26a yields:

o’ V"c,.AV,.)=

(VTc,.)ZO'Z(AI?)+(AV,.)20'2(V"ci)+ [a(ch,.,AV,.)]z : | (15)

+ 2V"c,.AV,.a'kV"c,.,AV,. )+ o’ (V"c,.}72 (av,)

Equation 15 is based on the assumption that V¥*c, and AV, are bivariate normally distributed

variables. As discussed by Bohrnstedt and Goldberger (1969), this assumption simplifies the

general equation for the product of correlated random variables by eliminating terms raised to the

third power and simplifying the evaluation of another. The assumption that V*c, and AV, are

bivariate normally distributed variables is made in order to use the simplified form of the product

formula. The general definition of covariance is:
o, =covlx,y]= El(x- 1)y - 1,)|= Elwy)- s, . (16)

To evaluate the covariance between AV, and V¢, , each term is expressed using equation 7, and

substituted into equation 16:

cov[AVi , Ve, ]: E{(Avi' + e, (VEe, " ex[i])] — AV} V¥, t , (172)

where k; = V¥c,. Simplying equation 17a yields:

coleVi ,V"—cijz E[e Avme,(m] . | (17b)

The value of k has to be defined to further simply equation 17b. The variance of the sum of

i+l i

V¥c,AV, and V¥c,, AV, is given by:

var[AV,.'V"c,. +AV,, Ve, mJ: )
var[AV v ¥e, |+ varav, v e, |+ 2cov[av e, A7, e

i+l i+l

(18)
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Note that V*c,AV; and V¥c,,,AV,,, are not independent since they both use the (i+1)™ measure

of cumulative volume and concentration. Applying equation 16 to V¥c.AV, and V¥*c,,,AV,,

i i+l

yields:

cov[AVV ¢, AV, V* ,H] E[AVV ATV cm] AV Ve, AV, Ve, . (192)

To evaluate the first term on the right-hand side of equation 18a, each term is written in the form

of equation 7:

E[AVV"c AV, V*c M]

i+l

¢ % r ’ (19b)
E (AV; teym)V ci + €, (AV;H +€pppi) Ve T €,tin) ’

Expanding equation 19b, combining with equation 192, and simplifying results in:

t
COV[AVinC AViV c;+1] E[AVithci eAV[i+l]ex[i+l]:|+

1
t t k
E[AVz er[x]AI/t+le/r[x+l]]+ E[AK enCariisn? Cin ]"'

E[A 4 x[z]eAV[x+1}eK[1+1]]+E[eAV[t]V ¢ AVHex[m]}"

S}

— €
k. PP
|:eAV{1] C; eAV[H-l]V +1 :|+E[eAV[i]V ¢ eAV[i+1]ex[i+1]:l+ _
E[

eAV[x]ex[z]AI/H-XV Cis —J+E[eAV[i]ex{t]AK+lex[x+l]]+

t
X
E\:eAV[i]ex[i]eAV[iH]V Cin ]+E[eAV[i]ex[i]eAV[i+I]ex[i+l]]

The value of k has to be defined in order to evaluate the eleven terms on the right-hand side of

equation 19c. Finally, the variance of the absolute k™ moment using the trapezoidal rule is

completed with:

n-2
var|m kJ Zvar[AVV" ]+2200V[AVV ¢, AVH]V" z+l]' (20)

i=]
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Normalized Moment

To estimate the uncertainty associated with k™ normalized moment, it is necessary to
estimate the uncertainty associated with the ratio of the k™ absolute moment to the zeroth
moment. The uncertéinty of a ratio of two numbers is typically estimated using a technique
based on the Taylor series approximations, referred to as the Delta method, or the “error
- propagation formula” (Kendall and Stuart, pg. 246, 1977; Lynch and Walsh, Appendix A, 1998)
Winzer (2000) discusses the accuracy of error propagation related to the ratio of two numbers

using the Delta method, which in general can be expressed as:

2 b : 0': 013 2o-a.b
e )@ e ) | e

or, for the zeroth and absolute k™ moment:

‘ (22)
2 2 2 2
2 My 1| Omio) | Tmik) 40 miojmie)
Oui) =| = 2 T 2
m mg m, mym,

Equations 21 and 22 are first order approximation because all terms in the Taylor series
expansion with second and higher order derivatives are neglected (See Appendix C). The zeroth
and k™ absolute moments are not independent since they are based on the same measurements of
volume and concentration. Therefore, the covariance between the two is needed to apply
equation 22. Due to the complexity of an analytical solution, a Delta method approximation to
the covariance is used. For two random variables a and b, which are a function of random

variables x; to Xy, the covariance between a and b is approximated by (see Appendix C):

oab)=3 3 (x,,x( ](;f’] - (23)

i=l j=1

For the covariance between the zeroth and k™ absolute moments, equation 22 becomes: -

Errors Manuscript.doc 12 of 20 12/12/01




o{my,m;)= {iia(_ {am"}(%ﬂ . (24)

i=1 j=1

Since the zeroth and first absolute moments are calculated using the Trapezoidal Rule, the x
variables in equation B-28a are the measured volume and concentration values:

{X prres Xy seees X }={V V, ., V.1, and : (24)
{xnﬂ,...,xi+n s Xgp } = {c, ,...,ci,...,cn} . (25) |
Appendix C presents the specific case of the uncertainty of the first normalized moment. The

uncertainty of the pulse corrected first normalized moment is:

2 2 2 .
Ouir = Oum + Ovip) (26)

where o”ypp is the variance of one half the tracer-pulse volume, which is estimated from the field

techniques.

Special Case: Constant Flow rate

For the case where the flow rate is constant over the duration of the test, moments can be
calculated on a temporal basis rather than a volumetric basis. From a practical standpoint,
random errors in recording time can be neglected, and the equations for estimating moment
uncertainty can be simplified. In this case, the uncertainty for the k™ temporal moment (my )can

be written as:

n~2

1L, 1 2
Ol = 2 —Att "a’cm + Zl: (At +At2 o [m]}+ 1 At ol (27a)
Under the further conditions of constant At, equation 27a becomes:

6l = %At {tzkofm + 2Z[t2kc§[,]]+t2kc§[n]il , - (27b)
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and under final condition of constant ., equation 27b reduces to:
2 Vo ol ok o8], Lk
Shin =7 A2 1 +2) [12]+ 22 ] . 27c)
i=2

For the zeroth moment, equation 27¢ becomes:
2 1 2,2 : ' |
620y = E(n -1At’e? | _ (28)

(The equation for the zeroth-temporal moment reported by Eikens and Carr (1989) under the
same conditions (constant At and o) was nAt’c.’. The difference between their equation and
that reported in equation (2-28) results from a difference in the formulation of the numerical

approximation to the moment integral). The uncertainty in the flow rate is then used to estimate

the uncertainty in the k™ volumetric moment:

2 2 2 2.2 2 2
c (ka.t)= Q 0y + Oqmy, + OO0 mkt) » (2-29)

where Q = the volumetric flow rate [L*T"], and 0'5 [L°T? is the variance of the flow rate.

Equation (2-29) is based on the assumption of independence between measurement errors in the

flow rate and temporal moments.

Validation and Analysis Using a Synthetic Data Set

A synthetic data set was generated to validate the method for estimating moment
uncertainty and to investigate the impact of measurement uncertainty on moment calculations.
The synthetic data set was generated using the solution to the one-dimensional advective-
dispersive transport equation, subject io the initial condition of ¢(x,0) = 0 for x 0, and the
boundary conditions of c(0,t) =co fort 0, and c(,t)=0fort 0 (Lapidus and Amundson,

1952; Ogata and Banks, 1961). The nondimensional form of the solution, accounting for

retardation, is
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c(f, R,P)= (—;—j{erfc[ 41;;1 (R- 1)} + exp(f’e )erfc[\/% (R+7 j” , (2-30)

where ¢ is the dimensionh_ess concentration (c%/co), ~ is the dimensionless pore volume ( =
vt/L, where v = pore velocity [LT'I], t = time [T], and L = linear extent of the flow domain [L]),
R = retardation factor (R = 1+(SKnw)/(1-S), where S = NAPL saturation and Kyw = NAPL
partitioning coefficient), and Pe = Peclet number (P. = vL/D, wheré D = dispersion coefficient
[L2T'1]). Note that for the nonreactive tracer, R = 1. This solution is for a step input of tracer,
and was used to generate a pulse-input solution by superpbsition, lagging one step-input solution
by the tracer pulse-input length and subtracting it from another. The nondimensional pulse
length (defined as , = ytp/L, where t; is the pulsé duration [T]) was 0.1, and the Peclet number
was 10. The nonreactive and reactive breakthrough curves represented the known, or true data
set. The synthetic data set was chosen such that the zéroth moment of the tracers was 1, and the
normalized first moment of the non-reactive tracer was 10. Unless noted otherwise, a total of

* 100 volume-concentration data points were used to represent the BTCs, and a retardation factor

of 1.5 was used to generate the reactive breakthrough curve.
Results and Discussion

Systematic Errors

| Constant systematic volume errors. The impact. of constant systematic errors in
volume measurements on the absolute zeroth moment and vthe normalized first moment are
illustrated in Figure 2-2a. The volume error shown on the abscissa in Figure 2-2a is expressed as
a fraction of the pore volume, as predicted by the non-reactive normalized first moment.

Constant systematic errors in volume measurements have no impact on the zeroth moment
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because this moment is based on a volume differential, and consequently the error is eliminated.
However, higher-order moments, like the first-normalized moment (see Figure 2-2a), will be
affected because of the volume dependency in the numerator of the moment calculation (see

equation (2-4a) or (2-5)). As shown in Figure 2-2a, the normalized first moment is directly

 proportional to the constant systematic volume error.

Proportion;ll systematic volume errors. The impact of proportional systematic errors
in volume measurements on the absolute zeroth momént and normalized first moment are
illustrated in Figure 2-2b. The error shown on the abscissa in Figure 2-2b is defined in the same
manner above for the constant systematic volume error. Proportional systematic errors in
volume measurements directly impact both the absolute zeroth moment and the normalized first
moment. As shown in Figure 2-2b, the zeroth moment is directly proportional to the
proportional systematic volume error. The normalized first moment is also directly proportional
to the proportional systematic volume error, and the difference between the lines in Figure 2-2b

is due to the correction of one-half the pulse volume. Errors in pulse volume were neglected in

this analysis.

Constant systematic concentration errors. For this analysis, constant systematic errors
are limited to magnitudes equal to or less than method detection limits, based on the assumption
that larger values would be readily identified by typical quality assurance procedures used in the
laboratory. Assuming typical values for alcohol tracers, i.e., injection concentrations on the
order of 1000 mg/L and method detection limits on the order of 1 mg/L, dimensionless
concentration errors could range from —0.001 to +0.001. The impacts of errors in this ranée on
the absolute zeroth moment and normalized first moment are shown in Figure 2-3. It is noted

that the effects of these types of errors will be more pronounced for smaller injection
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concentrations, but they would also be easier to identify. For example, dimensionless errors
ranging from —0.001 to +0.001 producé errors in the zeroth moment ranging from —7% to +7%.
Mass recoveries ranging from 93% to 107% are not unrealistic, and do not necessarily. indicate
analytical problems. However, dimensionless concentration errors ranging from —0.01 to +0.01
(1 mgL™ /100 mgL™") produce errors in the zeroth moment ranging from -70% to +70%. Mass
recoveries less than 90% or greater than 110% should be used with caution, and certainly, mass
~ recoveries as low as 30% or as large as 170% would clearly reflect a serious problem with the
tracer data.

Proportional systematic concentration errbrs. As shown by equations (A-20a)
through (A-20c) in Appendix A, the impact bf proportional systematic errors in concentration
measuremenfs is eliminated by using dimensionless concentrations.. Theret"ore, proportional

systematic concentration errors do not impact moments.

"Random Errors

Methéd#alidaﬁon.—'ﬂae_va;:ianmﬁh&zer@&panduabsolﬁtgﬁxsmomems_calculétedbyﬁ_.
thé analytical éxpressions were compared to variances estimated by the delta method. The
zeroth-moment variance calculéted by the two methods is the same since both expressions are
exact. The ﬁr.st-absolute. moment variance célculated by the two methods were similar, and the
slight differences between the two were attributed to the delta-method approximation.

Monte Carlo analysis (see, for example, Gelhar, 1993) was used to 'vel.'ify normalized
moment uncertainty estimates. Measurement uncertainty was assumed to be a normally
distributed random variable with a zero mean. Concentration-measurement uncertainty was
assigned using a coefficient of variation (CV), defined as the ratio of standard deviation to true

measurement, between 0 and 0.15. Volume-measurement uncertainty was assigned by equating
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volume standard deviation to a value less than or equal to one-half the interval between volume
measurements (a éonstant interval was used). A unique measurement error was applied to each
volume and concentration value in the synthetic data set. Moment calculations were then
completed on the “measured” BTC. This process was repeated 10,000 times, and the averages
and standard deviations of the moments were computed. Convergence of Monte Carlo results
was tested by completing three identical simulations, each with 10,000 iterations; the CV for the
moments differed by no more than 0.02%. Figure 2-4 shows BTCs for the synthetic non-reactive
and reactive tracers, as well as “measured” BTCs generated from one Monte Carlo realization
with the volume standard deviation and concentration CV defined as 0.15.

Table 2-1 compares the absolute zeroth and normalized ﬁrst moment CVs using the semi-
analytical equations to those estimated from the Monte Carlo siﬁulation. Three cases are
presented: the first with volume uncertainty (standard deviation) equal to 0.35 and no
concentration uncertainty, the second with no volume uncertainty and concentration uncertainty

equal to 0.15, and the third case with volume uncertainty equal to 0.35 and the concentration

uncertainty equal to 0.15. The second-order covariance expression between the zeroth and
absolute first moments (equation (2-24b)) provided much better agreement with the Monte
Carlo results, and was therefore used in the semi-analytical method rather than the first-order
covariance expression (equation (2-24a)). As shown in Table 2-1, the agreement between the
two methods demonstrates that the semi-analytical method correctly accounts fér the uncertainly
in volume ahd concentration measurements.

Application. Based on the CV of the moments, concentration errors have a greater
impact on the results than volume errors. This is illustrated in Figure 2-5, which shows the_ cv

for the zeroth and normalized first moments as a function of volume and concentration errors.
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Concentraﬁon errors are expressed as CV, and volume errors are expressed as the ratio of the
volume measurement standard deviation to the swept volume. The robust nature of moment
calculations is exemplified by the fact that relative uncertainty in moments is less than the
relative uncertainty in volume and concentration measurements. In addition, measurement
uncertainty has less impact on the first-normalized moment than the zeroth moment, which
results from the fact that normalized moments are a function of the ratio of absolute moments..

It could be argued that the uncertainties in coﬁcentrations near the detection limit are
higher than the uncertaintieé in concentrations near the largest concentration measurements on
the BTC. To investigate the impact of variable concentration uncertainty, it was assumed that
the concentration CV varied linearly between the CV of the maximum coﬁcentration (CVmax) and
the CV of the detection-limit concentration (CVpr). A detection limit of 0.001 (1 mg/L in 1,000
mg/L) was assumed for this analysis, and all concentratioﬁs equal to, or less than this value were
assigned CVp.. Figure 2-6 shows the CV for the zeroth and normalized first moments for 50% <

CVpL < 200%, and for CVmpax = 5%, 10% and 15%. Volume errors were neglected in this

analysis. The zeroth moment CV varies frqm 4 to 15%, and the normalized first moment CV
varies from 2% to 7%. These results provide further support for the conclusion that the relative
uncertainty in moments is less than the relative uncertainty in concentration measurements.
Conclusions

This chapter presented a generalized method for estimating the uncertainty of
BTC moments calculated by numerical integration using the trapezoidal rule. The method can
be applied to either temporal or volumetric moments, and in the latter case, explicitly accounts
for errors in volume measurements. The complexity of the calculations for the zeroth moment is

comparable to that associated with the typical propagation-of-errors formula. However, the -
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formulae for higher moments, as exemplified by the first-absolute moment formulae, are

substantially more complex than the typical propagation of errors formula. The results have

shown that the relative moment uncertainty is less than the relative volume and concentration

measurement uncertainties, and that the normalized first moment is impacted less than the zeroth

moment. Moment uncertainties are more sensitive to concentration uncertainties as opposed to

volume uncertainties.

S.A. M. C.

Case A

Mass 1.8 1.8

Swept Volume 0.9 0.9

Case B

Mass 34 3.5

Swept Volume 1.1 1.0

Case C

Mass 4.1 4.1

Swept-Volume T4 4

Case A: volume error = 0.35 and concentration CV = 0; Case B: volume error = 0 and
concentration CV = 0.15; and Case C: volume error = 0.35 and concentration CV = 0.15,
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Absolute First Moment
The first absolute moment of the breakthrough curve, m; [L®], can be

approximated using the Trapezoidal rule as

n-1__ : ' .
m, =Y Ve AV, . (B-16)

i=l
The variance of AV; is given by B-2 above. Assuming volume and concentration
measurements are independent, the variance of the i™ product Vic;, is
2 2 2 2 2, 2 2 ’
o (V,. c,.)=V,. Ount0O (K )c,. +0 ( P - (B-17)

The variance of ?c—, in terms of the variance in the i™ and (i+1)™ volume and

dimensionless concentration product is given by
2{17. 1 5 1
g (Vc,.)=20’ (Vici)+zo- (Vi+1ci+x) . (B-18)

Note that equation (B-18) reflects that both volume and concentration measurements (for

a given tracer) are independent from one another. The next step is to estimate the

variance of _Vc_iAV,. , which was done by applying equation (2-15) with k = 1:

v 02(_\}-c_iAVi)=
(Ve Fo?(av,)+ (aV, Y o2 (VS )+ [o(Verav, ) (B-19)
+2VcaV,6(Ve,,av, )+ o2 (Ve b2 (av,)

where J(.I/Z,AV‘.) is the covariance between V_cl and AV;. Applying the general
covariance definition (equation B-6) to Ve, and AV, yields |
cov[AV,, Ve, |= E[aV, Ve, |- avive, " . (B-20)
Expressing AV, and V—cl in terms of true values ahd zero-meaned errors, and substituting

into equation (B-20a) gives




cov[AV,, Ve, |= E[(A Vi +ep)WVe, +ey, )j— AVIVe, (B-20b)

where k; = V—c,- Simplifying equation (B-20b) yields

cov |AV,, Ve = Eleaypen] - (B-20c)
Equation (B-27c) can also be expressed as

cov[AV, Ve, = E[AV, -av)¥e, - V)| (B-20d)

or, expanding AV; and V; in terms of cumulative volume and concentration
measurements,

cov[AV,, Vg, |= E[{(Vm ~V)-AV! }{%(ch + vCi)—Vc‘i‘)H, (B-20¢)

and cumulative volume and concentration measurements in terms of true values and zero-

" meaned errors

coleV,. ,f’c_ilz

l’[(Vnil +eyy -V - eV[ii )— AV; ]* ‘l, (B-201)
E| (1 , —
L{Z [(V:in +eyram Xcm "prclwu)“" (V:’ +eyp X":ﬂ +Letreny )]_ Ve, l—]
or
cov[AVi,V_ci]=
(evn+11 - evm)* (B-20g)

E 1 (VI t + vt + t )
2 i+1€efian) ¥ CvpianCin F CyiinnCepisn T Vi €afi) + EviiaCin F Cypineginn

Evaluating the product of the first and second terms on the right-hand side of equation

(B-20g), and noting that the expected value of a zero-meaned random variable is zero,

Equation (B-20g) is simplified to

COV[AVi , V—C:] = _;' {E[ef/[iﬂ]cilﬂ ]“ E[ef/[a]c;]} s (B-20h)




or

COV[AVi ,VE:T] = l(cf/[m}ci:-l - G%/[i]cil ) ‘ | . (B-201)
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The variance of the sum of Vc; AV and Vc,,rlAV+1 is given by

vat|AV, Ve, + AV, Ve, ., |=

i+l
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- @2
] . }

The products Ve, AV. and Vc,HAV+1 are not independent since they both use the (i+1)®
measure of cumulative volume and concentration. Applying equation (B-6) to -I7c_,.AV,.

and ch yields

i+l

VAT, 7, AV 1 Ve |= EIAV, VbV, Ve |- AV, Ve, AV Ver  (B-229)

To evaluate the first term on the right-hand side of equation (B-22a), each term is written

in terms of zero-meaned errors:

i+]

EAV Ve AV, Vern =
B (B-22b)
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Evaluating the product on the right hand side of equation (B-22b), combining with
equation (B-22a), and eliminating those terms containing the expectation of a zero-

meaned value results in

COV[AVI'VCI’AI/PH VC.+1] ElAV Ve, eAV[1+I]eK[1+1]j

¢

E[AV." ex[i]AV € (i1 ]'*‘ E[A Vv € i1€avis] Ve,

i+l

E|AV/ € qn€apiiviCntiv +Ele ch AV+eK,+ |
[ (11€arii+1€«( 1]]_ AV 1™ xli+1] (B-22¢)

—_— — —_
'eAV[i]Vc' €appisny VCin +Eleyyn Ve, eAV[i+l]ex[i+l]]+

i+l

E
E FAV[i]eK[x]AV VC ]‘*‘ E[eAV[i]eK[x]AV+lelr[z+l]]
E

€ Avii (1€ ar(isg] ch +E [eAV[i]ek[i]eAV[i+l]ex[i+1] ]




The terms in equation (B-22c) can be expressed as a function of the measured volume
and concentration variances, as demonstrated above in equations (B-12) and (B-13) in
evaluating the covariance between the i and (i+1)™ products of differential volumes and

average concentrations. The resulting expressions are

—t 1 —
E[Avitvci eAV[iH]ex[iH]]:EAVitVCi (cit+203/[i+2] _c;+lc€[i+l]) ) (B-22d)
E[AT’.-'%.]AVHQIHH]
1 ; (B-22¢)
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Assuming the measurement errors have symmetric probability distribution functions, the

expectations listed in equations (B-22k) and (B-22m) are equal to zero. Therefore, the

covariance between V¢, AV, and VcMAV,+1 can be expressed as

cov[AV,.V—c,.,AV,+1 ch] ;AV Ve, ( ,+2d§[i+2] —c§+10,2,[,.+,])

1 t 2 2 2
+ZAV AViy ( m) O i) +( ,+1) Oyt T Ovpisn i)

(T bt 2 1 t 2 2 1 —— t ot 2
—AV; Ve €O + "2 AVV O Ty + 2 Ve, AV CinOrpn
: ' . (B-22))
2 : ¢ 2 )
- VC ch Opivy T 5 AV Vc¢+1 ( CintOvpivn ~Ci Oy )
1

: 1
(2 2 4 2 ¢t 2 2
+ EAVHI Vi1 OvisnyCepi) ~ Z Opis)Pepisn T zcmcm OylisnOriv)

4c C:+20-V[1]0—V[z+2] + 4c cx+lo-v[x]0-V[x+1] 4 x+lo-V[i+l]a [i+1] 4ci+laV[i+1]

Applying equation (B-292) to all n-1 intervals, the variance of the absolute 1* moment

using the trapezoidal rule becomes

n-2
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Abstract

Batch equilibrium and column miscible displacement tests were used to elucidate
the influence of residual coso1vents on partitioning and transﬁort of alcohol tracers
through sandy soil columns containing trapped PCE. Batch equilibrium tests showed that
as the volume fraction of cosolvent (f;) (<10%, vol.) increased, partitioning coefficients
(Knc) for the alcohol tracers linearly decreased for ethanol, linearly increased for tert-
butanol, and did not exhibit an evident change for isopropanol. These observations are
consistent with measured changes in solubility (S.) of the alcohol tracers in the presence
of the same cosolvents (<10%, vol.). Colum miscible displacement tests using ethanol as
a residual cosolvent (<10%, vol.) exhibited earlier partitioning tracer breakthrough which
caused an under-estimation of NAPL saturation (S,). The estimation error increased with
higher initial residual cosolvent in the columns. The S, under-estimates were not
significant, but were 1 to 10% lower than the actual S, (0.18). The estimated partitioning

coefficients based on column tests (Kco1), were consistently less than those based on batch

tests. Column tests with low (0.5%) and high (15%) S, revealed that the residual
cosolvent effect was different depending on the amount of NAPL in the column. Using
ethanol for a cosolvent (10%) and 2,4-dimethyl-3-pentanol as a partitioning tracer, the S,

values were under-estimated by about 17% and 5%, respectively, in the low and high

NAPL saturation columns.




Introduction

The partitioning tracer technique has been used to characterize residual saturation
and distribution (if non-aqueous phase liquids (NAPLs) trapped in porous media (i-6). The
technique is based on the differences in travel time of non-partitioning and partitionir_ig_
tracers through a NAPL source zone (7). The tracer technique has been evaluated at both
field (1-6) and laboratory (6-8) scales. The technique has been mainly employed at sites
associated with aggressive in-situ remediation, such as cosolvent or surfactant flushing (9).
After a c&isolvent floood, which often inciudes a water flood, some residual cosolvent will
likely remain in the sWept zone following the effort to extract NAPL (1). The residual
cosolvent can affect the partitioning and transport behavior of tracers used during a post-
flushing traéer test.

In general, cosolvents present in the aqueous phase affect chemical characteristics,

such as solubility and sorption (hence, activity). In completely water-miscible solvents, the

solubility of hydrophobic organic chemicals (HOCs) increases in a log-linear manner (10-
15), and sorption decreases log-linearly (16-22); as a result, the transport of HOC through
soils is less retarded (22-24). However, the behavior of chemicals can vary depending on
type and composition. For example, Coyle et al. (25) reported that the solubility of HOCs,
such as PCB-47, PCB-153, and biphenyl, was depressed in the presence of partially miscible
organic solvents (PMOS), such as methylene chloride and chloroform.

As a result, in the presence of a residual cosolvent, an estimate of NAPL saturation
based on a partitioning tracer test can be in error. The NAPL saturation (S,) can be under-

estimated in the presence of cosolvents such as methanol, which cause solubility




enhancement of organic tracers. On the other hand, S, can be over-estimated in the presence
of other cosolvents such as methylene chloride, which cause solubility depression.'
Therefore, when a partitioning tracer test is conducted with a residual cosolvent present, it is
important to consider the cosolvent effects. Relatively little data, however, are available on
the effect of residual cosolvent on the partitioning tracer technique.

The objective of this study was to investigate the influence of residual cosolvent on
the partitioning tracer technique for estimating S,. We investigated partitioning and
solubility behavior of alcohol tracers in the presence of residual cosolvents in batch
equilibrium tests. The results were verified through miscible displacement tests in packed

columns. We also examined how the magnitude of residual S, modifies the impact of the

cosolvent on the S, estimates.

Theory

Addition of cosolvents generally increases aqueous solubility and decreases
partitioning of HOCs; however, not every cosolvent increases the solubility of HOCs. Most

completely water-miscible organic solvents, such as methanol, increase HOC solubility in a

£

log-tinear (10-15) fashion; since-this type-of cosolventresults-ina decrease-of-the-activity
coefficient. However, some partially water-miscible organic solvents such as chloroform
decrease HOC solubility in a log-linear fashion (25). One possible explanation is an

increased activity of the PMOS in the HOC phase or solventing-out, in which dissolved

PMOS can occupy a significant portion of the water molecular space, rendering them

unavailable for HOC dissolution.

The log-linear cosolvent model is one of several theoretical approaches for

predicting organic chemodynamics. While the log-linear model is applicable over a large




range of cosolvent volume fraction (f:); at low f; (0-0.3), a linear approximation may suffice

(11, 17) and the relationship can be expressed:

S. =S, +a,.f, , 1
where S; is the sqlubility in the presence of a cdsolvent; Sw is the aqueous solubility, and a. -
is the cosolvéncy factor; a. > 0 for cosolvents such as methanol which enhance HOC
solubility; a. < 0 for cosolvents such as chloroform that depress s‘olubiiity; a. =~ 0 for
cosolvents producing minimal change in solubility.

The solubility of HOCs is inversely related to its partitioning coefficient (22).
Therefore, as the volume fraction of cosolvent increases, the partitioning and retardation of
HOC decreases in a log-linear fashion (22). The following relationship was proposed by
Rao et al. (22):

log K, =log K, —-a.o0c.f 2)
where the subscripts 7, w, and ¢ represent NAPL, water, and cosolvent respectively; Ky is

the partitioning coefficient measured in presence of a cosolvent; Kuw is the partitioning

coefficient measured in water; o, is an empirical constant which describes water-cosolvent

interactions.

Materials and Methods

Materials. A suite .of tracers was selected to examine solubility and partitioning
behavior over a range of retardation factors. Methanol (Fisher, 98%) was used as a non-
reactive tracer, while 4-methyl-2-pentanol (4M2P) (Acros, 99+%), n-hexanol (Acros, 98%),
2-methyl-3—he$canol (2M3H) (Acros, 98%), and 2,4-dimethyl-3-pentanol (2,4DMP) (Acros,
99+%) were used as partitioning tracers in both batch and column experimenté. thanol
(Spectrum Chemical, abso}ﬁte 200 proof), Tertiary-butanol (TBA) (Aldrich, 99+%), and

Isopropanol (IPA) (Fisher, Electronic use) were used as cosolvents. Tetrachloroethylene




(PCE) (Acros, 99%) was used as a NAPL for all batch aqd column experiments. The
laboratory temperature during the experiments was 23 + 3 °C. A 30-40 mesh silica sand
(Ottawa) was used as porous medium in all miscible displacement experiments; alcohol
tracers adsorption to this solid matrix was determined to be negligibly small.

Partitioning Experiments. To assess tracer partitioning in solutions with low
cosolvent concentrations (< 10% by volume), batch equilibrium experiments were
conducted.  Isotherms for tracer partitioning into NAPL (PCE) were measured in
aqueous/alcohol solutions using three cosolvents: ethanol, TBA, and IPA. The f, used in
batch equilibrium experiments were 0, 1, 3, 5, and 10%. Each cosolvent solution was
transferred to 100 ml volumetric flasks, and four alcohol tracers were added with varying
concentrations. Alcohol tracer mixtures prepared at each cosolvent fraction were added to
an appropriéte amount of PCE in 25 ml vials fitted with Teflon-lined screw caps. The vials
were tumbled end-over-end on a laboratory-rotator (Glas-Col model RD 4512) for 24 hrs at
room temperature. At the end of the equilibrium period, alcohol mixtures in supernatant

solutions were arialyzed by gas chromatography (Perkin Elmer GC, Autosystem XL).

Solubility Experiments. Tracer solubilities were measured using the cosolvent
solutions referred to above. The prepared solutions (20 ml) were transferred into 25 ml vials
fitted with Teflon-lined screw caps for each mixture. One alcohol tracer was added to each
vial in an amount more than 3 times the maximum solubility in water. The vials were
placed on a rotator for 24 hrs at room temperature. At the end of the equilibrium period, the
vials were placed upside-down for at least 6 hrs to allow the remaining separate phase
alcohol to rise and collect above the watér. After equilibration was a&ained, a 5 ml aliquot

of liquid was collected for analysis through the Teflon-lined septum using a glass gas-tight 5

ml syringe (Hamilton).




Miscible Displacement Experiments. A series of column tests was conducted with
various fractions of a residual cosolvent (ethanol). The glass column used was 4.8 cm in
diameter and 15 cm in length with Teflon end pieces (high performance liquid
chromatography column from Kontes). Two layers of fine wire mesh and plastic screen
were placed inside of the Teflon end pieces to allow for an even distribution of fluids and
minimize column end effects.

Two different column packing methods were used for the miscible displacement
experiments. In the first method, clean sand (30-40 mesh) was wet-packed in thin layers
under continuous vibration. Each layer was stirred and tamped with a rod before adding
new sand. The packed column was cleaned by passing 20 pore volumes of degased DI

water and weighed. Then, NAPL was introduced at a low flow rate (0.5 ml/min) using a

-syringe pump. Some of the NAPL was subsequently displéced by injecting water. Different

levels of S, trapped in the pores were achieved by gradually increased flow rates (1, 3, 5,
and 10 ml/min steps). In the second method, sand was pre-mixed with a small amount of

PCE to create very low residual saturations (S, = 0.0056). The pre-mixed sand was

S

prepared by adding' approximately 20% of the saturated water content (20 ml) and the
required amount of PCE (2 ml). The sand mixture was shaken and stirred before and after
adding PCE. The mixture was wet-packed as described above. The initial residual PCE
saturations of columns packed by both metho‘ds were determined ﬁs“ing partitioning tracer
tests (7).

The packed columns were oriented vertically and connected to a high performance
liquid chromatography (HPLC) pump (Perkin Elmer series LC 200 and Gilson model 320)
through an inert valve which allowed switching among three reservoirs for the mobile

phases. The first reservoir contained a mobile phase of solute-free PCE saturated water to




minimize the losé of residual PCE in the column, the second a PCE-saturated cosolvent
solution, and the third an alcohol tracer solution. The residual cosolvent used in the column»
experiments was an ethanol/water binary mixture. The f.'s used in the column experiments
were 0, 1, 3, 5, and 10% by volume.

The miscible displacement experiments were conducted with and without residﬁal
cosolvent present. The column was initially prepared by passing 20 pore volumes of
degased-PCE-saturated water. Columns with residual cosolvent were created by flushing
three pore volumes of a degased-PCE-saturated cosolvent solution. Effluent breakthrough
curves (BTCs) were measured under steady water flow with a tracer pulse-input boundary
condition. Replicate column tests for each residual cosolvent were conducted. R and S,
measured during each column test were used to estimate column-based partitioning
coefficients.

Data analysis. All tracer partitioning equilibrium data obtained from batch tests
with and without cosolvents were fit using a linear isotherm to obtain K, and K,,. The

Retardation factor (R) was calculated by moment analysis of effluent BTCs. The NAPL

saturation was estimated using K,y from batch tests, and the R, value measured in the
presence of cosolvent. The tails of BTCs were monitored until the injected relative tracer
concentration was less than 102, The measured data were log-linearly extrapolated up to 10"
3. For comparison with batch test results, K., values were computed using R. and the actual
Sy values (i.e., S, estimated using partitioning tracers in the absence of cosolvent) as

follows:

Kcol =(Rc—1)s'(1_sn) ‘ (3)

n

Results and Discussion




Effect of Cosolvent on Solubility. The solubilities of three alcohol tracers were
measurg:d in the presence of low concentrations (0 to 10%) of cosolvents (ethanol, TBA, and
IPA). The observed résults (Figure 1) revealed three types of behavior depending on the
cosolvent: enhancement of solubility (ethanol), reduction of solubility (TBA), and no
observable change (IPA).

The solubility enhancement with ethanol is in good agreement with other studies
(10-15). For instance, Yalkowsky (15) reported that in completely water-miscible solvents
such as methanol, the solubility of HOCs increase log-linearly. -However, our measurements
showed a linear relationship which we believe was attributed to the low concentration of
cosolvent used.

Solubility reduction, as observed with TBA, was also noted by_ others (25-26).
Coyle et al. (25) reported that the solubility of HOCs was decreased in the presence of
PMOS, such as methylene chloride, resulting from an activity increase of the PMOS in the
HOC phase (25). Even though TBA is a CMOS such as methanol or ethanol, at low

‘concentration the solubility behavior of the tracer alcohol in the TBA followed that of

PMOS rather than the other CMOS. Additionally, our data showed that the solubility o.f the
alcohol tracer in TBA solution .decreased linearly until approximately 30% by volume TBA,
at which point, solubility increased sharply with increasing concentration (> 30%)
(unpublished data). The reason for the solubility reduction at low concentration is not clear,
however, one possible explanation is an activity increase of TBA in the tracer-alcohol phase.
Above 30%, however, the TBA began to partition into the alcohol, swelling it, and caused
significant increases in solubility. |

For the IPA-cosolvent system, fhe solubilities did not show any observable trend,

with increasing volume fraction of IPA (Figure 1C). This contrasted with results reported in




the literature. Morris (12) reported that the solubility of naphthalene increased log-linearly
with increasing the fraction of IPA. Pinal (11) and Valkenburg (27) also showed that IPA at
high level (range 0-80%) is a strong cosolvent through experiments with TCE and PCE.
However, our experiments were conducted at low concentrations (range 0-10%). Thus, we
believe that the IPA-cosolvent has little affect on the solubility of the tracer-alcohol at low
concentrations (< 10%).
Effect of Cosolvent on Tracer Partitioning Isotherms. Partition coefﬁcients‘, K., were
determined from the batch isotherm data shown in Figure 2. Based on the observed K.
values, three types of partitioning behaviors were also found in accordance with the property
of each cosolvent added in the aqueous phase.

In the presence of ethanol, the measured K, values decreased for all alcohol tracers
used in thi§ study, as the volume fraction of ethanol (f, gion) increased (Figure 2A). The K
and f; gion values showed well correlated inverse-linear relationships with 2> 0.95. The K
values decreased approximately 15, 21, 18, and 18% compared to K, values measured in

water, for 4M2P, n-hexanol, 2M3H, and 2,4DMP, respectively. Recall that the solubilities

of the tracer-alcohols increased in the presence of f; gion (Figure 1). The solubility increase
is consistent with the decrease observed for partitioning since they are inversely related.
These results indicate that residual ethanol-cosolvent can affect estimations of »S,, using
equation 3. The S, has a functional relationship between Ky aﬁd R. The R, which is a
measure of partitioning tracer mobility, becomes smaller or larger according to a degree of
partitioning of the tracer into NAPL. Reduced partitioning produces less retardation. In the

presence of cosolvent such as ethanol, if the K,,,, value determined in water is used, the S,

would be under-estimated.




In the presence of TBA, the K, values increased with increasing fraction TBA
(fotea)(Figure 2B). The results showed a linear relationship between K, and f.1pa (=
0.86-0.92). The K, values increased compared to Knw approximately 35, 49, 24, and 16%
for 4M2P, n-hexanol, 2M3H, and 2,4DMP, respectively. This partitioning increase has not
been reported in the literature. However, the increase was expected based on the observed
solubility reduction. The results may be due to a solventing-out effect as referred to by
Coyle et al. (25). The dissolved TBA causes an increased partitioning of alcohol tracers by
occupying water molecular space. In other words, an increase of a cosolvent such as TBA,
unlike ethanol, results in a decreasing activity, producing increased partitioning. This result
suggests that failing to consider the effect of such a cosolvent could result in overestimation
of S,.

In the presence of isopropanol as a cosolvenf, the partitioning coefficients did not
display an apparent trend (Figure 2C). This -is consistent with the minimal affect on the
solubilities of the tracer-aicohols (Figure 1).

Based on above observed results, at low concentration (< 10%) the relationships

between K, and f; can be divided into three types according to the properties of cosolvents
used. The equation to describe the relationships is as follows:

Ky = Kaw + be £ @) b. < 0 for ethanol
b, > 0 for TBA
b. 0 for IPA
where, K, is the partitioning coefficient measured in presence of a cosolvent, Ky is the
partitioning coefficient measured in water, b.is an empirical constant which describes

water-cosolvent interactions with the subscript ¢ designating cosolvent. The estimated b

values along with a, were shown in table 1.
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Effect of Cos.olvent on Tracer Retardation. Column miscible displacement tests
were conducted to investigate the effect of residual cosolvent on tracer partitioning and
transport behavior. The resident pore fluid used was a binary ethanol/water solution, with f,
ranging from 0 to 10%. The results are provided in Table 2. As expected, increasing f;
resulted in earlier breakthrough of the tracers. Therefore, using Kny;, values measured in the
absence of cosolvent, will produce lower S, estimates.

The calculated S, values at low f, were 1 to 10% lower than the actual S,, measured
using tracer in the absence of ethanol (Table 2). While the error is fairly minor, we believe
that its effect should not be neglected. We expect that the cosolvent effect will be larger
depending on the magnitude of residual S,, as discussed later.

Partitioning coefficients based oﬁ column tests (Kco1) were calculated to compare to
the batch-measured K,.. The K. values (Table 2) were computed using the Rc values
measured with f. gion and the actual S, in Equation 3. Regressing K., against f. eion yielded
high coefficients of determination with 0.99, 0.98, 0.90, and 0.97, respectively, for 4M2P, n-

hexanol, 2M3H, and 2,4DMP. Figure 3 shows inverse-linear relations in good agreement

with the batch results. The K, values, however, were consistently higher than the Knc "
values from batch tests. The slopes of the correlated curves for column results were lower
than batch tests by factofs of about 0.2, 0.6, 0.6, and 0.6, respectively, for 4M2P, n-hexanol,
2M3H, 2,4DMP. |

The deviations between column and batch results are a result of two processess:
cosolvent dilution and the differencé in solute travel time. First, for deviation pgused by
cosolvent dilution, recall that the colﬁmn miscible displacement tests were initiated with one

pore volume of the residual ethanol cosolvent. The displaced ethanol solution was diluted

vwiih the injected alcohol tracer pulse and subsequent mobile phase, PCE saturated water,
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~ which were cosolvent-free. This dilution can impact the partitioning process by reducing
local ethanol concentration. Second; deviation is caused by solute travel time of the
partitioning tracers compared to the displaced ethanol front, which is essentially non-
partitioning. At the tracer front, interaction with the residual gosolvent is .significant.
However, as the experiment proceeds, the partitioning tracer ti'ansport through the column is
retarded, while the residual ethanol is rapidly displaced. Because of this, the influence of
the residual cosolvent is reduced. Therefore, in the presence of a resident cosolvent
displaced by a cosolvent free solution, the calculated Ko values from column tests are
higher than those from batch tests.

Impact of NAPL saturation on system behavior. As noted above, in the presence
of residual cosolvent, the difference in travel times between the partitioning tracers and the
cosolvent front can be a factor foi estimating residual S, using partitioning tracers. ‘We
hypothesize that the effect of a cosolvent will be different based nn the amount of S, present
in the column during a post-flushing tracer test. To verify this, column experiments were

“performed with low and high NAPL (PCE) saturation in the presence of ethanol-cosolvent

(10% by volume). '

Effluent ethanol from the columns was monitored along with the partitioning tracers,
n-hexanol and 2,4DMP. The BTCs are given in Figure 4 for the low and high NAPL
saturations. The BTCs showed that the degree of mixing between résidual cthanoi and thé
injected tracers was different between the low and high saturation columns. The BTCs of
methanol and ethanol-cosolvent, which are non-partitioning solutes, followed similar
trajectory for both the low and high saturation, whereas those of n-hexanol and 2,4DMP

were very different for both cases as expected.
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For the low S;, in Figure 4A, the postal portion of ethanol-cosolvent BTC overlapped
with the frontal over about 60% of the partitioning tracer BTCs (n-hexanol and 2,4ADMP),
indicating that over about 60% of the n-hexanol and 2,4DMP traveled in the presence of the
~ ethanol-cosolvent through the column. On the other hand, for the high S, in Figure 4B, the
overlapped portion between ethanol and the partitioning tracer BTCs was minimal. This
suggests that the affect of residual cosolvent should be more significant in the low S,
column than the high S,. As seen in Table 3, the S, estimated from the low saturation
column in the presence of ethanol-cosolvent (10%) was about 17% less for 2,4DMP than the
actual S, estimated without ethanol-cosolvent. In the high PCE saturation column, the
measured S, in the presence of 10% ethanol was about 5% less for 2,4DMP than actual.

The Ko values were computed to evaluate the relative effect of residual ethanol-
cosolvent for both low and high S, cases. The K., values (= 21.7 for 2,ADMP) estimated
from the low S, column was very close to the K, values (= 21.5) from the batch test
measured in the presence of same 10% ethanol solution. However, the K. value (24.8 for

2,4DMP) estimated from the high saturation column showed greater deviation from the K.

value (21.5). This indicates that the magnitude of S, may determine the degree of influence
of resident cosolvent. Typically, post-flushing tracer tests have been conducted with less
than one percent S, in the field (1, 2). Low residual S, can result in a greater cosolvent
effect on S, estimation using partitioning tracers. This stresses the importance of
considering the effect of residual cosolvent when conducting post-flushing partitioning

tracers.
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Figure 1. Relationship between tracer solubility (S¢) and cosolvent content (%, volume) for

(A) ethanol, (B) tert-butanol, and (C) isopropanol
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Figure 2. Relationship between tracer partition coefficient (Kyc) and cosolvent content (%o,

volume) for (A) ethanol, (B) tert-butanol, and (C) isopropanol

Figure 3. 'C_omparison of the K, values measured from batch tests to the Kco estimated
from column tests for 4-methyl-2-pentanol, n-hexanol, 2-methyl-3 -hexanol, and 2,4-

dimethyl-3-pentanol in the ethanol/water system; ¢ Column test; [ Batch test

Figure 4. Breakthrough curves of residual ethanol cosolvent and partitioning tracers (n-
hexanol and 2,4-dimethyl-3-pentanol) to display a degree of mixing, explaining the effect of
residual ethanol on the NAPL saturation estimation. Initial residual ethanol content in the

columns is 10% (volume).
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Table 1. Comparison of estimated a; and b, values from tracer solubility and partition

experiments for four tracers
Ethanol
Tracers  solubility® partition®
4M2P nd 0.06(0.93)
n-hexaol  +119(0.96) -0.14(0.99)
2M3H +119(0.99) -0.43(0.99)

24DMP  +124(0.83) -0.50(0.95)

TBA
solubility" partition”
nd  +0.11(0.88)
-96(0.98) +0.27(0.84)
-83(0.96) +0.47(0.86)

-93(0.96) +0.36(0.83)

* a values estimated by linear regression on solubility data for tracers-low cosolvents systems
® b, values estimated by linear regression on partitioning coefficient data for tracers-low cosolvents systems

IPA

solubility®

nd
+19(0.53)
+34(0.41)

+36(0.06)

partition®

-0.01(0.00)
-0.02(0.16)
-0.13(0.61)

-0.17(0.38)
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Table 2. Parameter values observed from miscible displacement experiments at low

volume fractions of ethanol

Tracers Ethanol, f. R. S, . Sa%error® K" Knc
4-methyl-2-pentanol 0 1.84  0.188 3.60 3.60
0.01 1.82 0.185 -1.54 3.53 3.50
0.03 1.80 0.182 -3.14 3.46 3.37
0.05 1.78 0.178 -5.44 - 3.36 3.23
0.10 1.74 0.170 -9.41 3.19 3.07
n-hexanol 0 247 0.184 , 6.56 6.56
0.01 2.47 0.183 -0.75 6.50 6.42
0.03 245 0.181 -2.00 6.40 6.13
0.05 241 0.176 -4.27 6.22 5.74
0.10 2.36 0.172 -6.82 6.02 5.18
2-methyl-3-hexanol 0 "~ 6.28 0.189 22.7 22.7
0.01 6.15 0.185 -1.98 22.1 223
0.03 6.09 0.183 -3.03 21.8 21.1
0.05 5.96 0.180 -5.03 21.3 20.4
0.10 5.87 0.177 -6.47 20.9 18.5
2,4 dimethyl-3-pentanol 0 7.13 0.189 26.3 26.3
0.01 7.10 0.189 -0.40 26.1 25.9
0.03 7.02 0.187 -1.43 25.8 23.9
0.05 6.86 0.183 -3.55 25.1 23.7
0.10 6.71 0.179 -5.57 21.5

24.5

* calculated by ((S. measured with each £, ) - (S, with 0% £:)) / (S, with 0% f.)H 100

® Partitioning coefficients estimated from column tests in the presence of ethanol-cosolvent
¢ Partitioning coefficients measured from batch tests in the presence of ethanol-cosolvent
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Table 3. Comparison of parameter values observed from low and high NAPL (PCE)
saturation column tests using 2,4-dimethyl-3-pentanol as a partitioning tracer

Low saturation column_ High saturation column
Cosolvent (%) 0% Ethanol 10% Ethanol 0% Ethanol 10% Ethanol
Retardation factor (R.) 1.15 1.12 - 5.78 5.51
Partitioning coefficient, Ky 263" 21.7°(21.5)° 26.3*  24.8°%21.5)°
PCE saturation, S;° 0.0056 0.0046 0.154 0.147
Sn % error -17.4 -4.90

a K, values measured by batch tests with the 0% and 10% ethanol-cosolvent.
b Keo values estimated by column tests with residual 10% ethanol; calculated using Eq. (3).
¢ calculated using Eq. (3); using the R, value obtained from each column test and the Kaw (26.25) from the batch test without cosolvent.
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Abstract

Residual surfactants in aqueous and adsorbed phases were evaluated by estimating
PCE saturation using partitioning tracers through batch equilibrium and column
displacement tests. The batch equilibrium tests using residual surfactants ranging from
0.05 to 0.5 % by weight showed that as the concentrations of the surfactants increased,
the partitioning coefficients linearly decreased for Diphenyl oxide disulfonates (DowFax
8390), increased for Polyoxyethylene (10) oleyl ether (Brij 97), and decreased slightly or
exhibit no observable trend for Sodium dihexyl sulfosuccinate (AMA 80). Results from
column tests using clean sand media with residual DowFax 8390 and PCE were
consistent with those of batch tests. In the presence of DowFax 8390 (less than 0.5 % by
weight), the PCE saturations were underestimated by up to about 20 %. Adsorbed
surfactants on a clay-silt-sandy loamy soil with strongly positive charged oxides in the
absence of PCE showed false indications of PCE saturation. Using no surfactant
(background soil) gave a false PCE saturation of 0.0004 while soil contacted by AMA 80,

Brij 97, and DowFax 8390 gave false PCE saturations of 0.0024, 0.043, and 0.229,

respectively.




1. Introduction

Surfactants as mice_lle-forming surface active chemicals have been used as an
enhanced ‘ﬂushing technology, 'principally in the oil industry or at organic liquid
contaminated sit_es. The surfactants are classified, by the nature of their hydroﬁhilic head
~groups as anionics, nonionics, and catiorﬁcs. The anionic and nonionic surfactants have
been good candidates as ﬂushing agents s;in;:e soil particles generally carry a negative
charge. Their effectiveness at cleaning up con'gaminated sites has been demonstrated in
previous studies (Abdul ¢t al., 1990; Boving et al.,. 2000; Dwarakanath ef al., 1999;'
Jawitz et al., 1998; Pennell et al., 1993; Rhﬁe-et al., 1999; Shiau et al., 1994). After
remedial efforts and followi‘ng. a water lﬂood,. however, some amounts of the flushing
agents are likely to remain adsorbed on the solid phase, or dissolved (as: monomer or
micelle) in the aqueous phase. The residual surfactants, which alter the partitioning
properties of _hydrophobic organic chemicals (HOC:s) in the flushed zone, must be
considered when the partit_ioning tracer technique (Pope et al.; 1994; Jin et al., 1995;
Annable et al., 1995) is used to characterize residual NAPL saturation.

The residual surfac‘tant form will vary with concentration, chemical structure, soil
property, and environmental aqueous conditions in soils (Abu-Zreig, 1999). In a
NAPL /water system, initially the adsorbed surfactant tail groups are oriented parallel té
thg hydrophobic surface of the NAPL with a slightly tilted or L-shape and the hyd;oi)hilic
head groups are oriented toward the aqueous phase (Rogen, 1989). As adsorption of the
surfactant continues, the orientation bf the adéorbed inolecules is more perpendicular to
the surface. At low aqﬁeous surfactant concentration, the sorption coefficient of the

surfactant onto NAPL increases dramatically, but decreases with increasing surfactant




concéntration above the critical micelle concentration (CMC) (Zimmerman, 1999). The
surfactant adsorption appears to level off near/above the CMC and this leveling off trend
is attributed to the formation of micelles which limit the amount of surfactant adsorption
onto the NAPL (Zimmerman, 1999; John et al., 2000).

In the soil/water system, while anionic surfactants repel from the negatively charged
soil, nonionic surfactants generally adsorb onto the solid surface by hydrogen bonding.
On the other hand, if the soil contains positively charged sites such as metal oxides (i.e.,
aluminum oxide), the anionic surfactants adsorb strongly onto the charged sites by ionic
exchange or pairing (Holsen et al., 1991; Smith et al., 1991; Rouse et al., 1993; Sun and
Jaffe, 1996). The adsorbed surfactants act as good hydrophobic media to allow
partitioning of HOCs. Like the NAPL system, as the concentration of the surfactants
exceeds the CMC, adsorption levels off and excess surfactants form micelles which have
a hydrophobic interior where hydrophobic organic molecules can reside (Holsen et al.,

1991; Ko et al., 1998a,b; Sun and Jaffe, 1996). |
. ARés;ic.iuél sﬁ;f;acta-r.ltmfrd-x;f -rerr.llc;,_ciiélkécti.viti»e»é -éaf.l be a éoncerr-lmsiné.e -ﬁaﬁitibning
tracers (Rao et al., 199-7; Annable et al., 1998) have been employed at sites associated
with chemical remediation. The partitioning behavior of tracers travelling through the
porous media can be impacted by surfactants: 1) partitioning into the NAPL phase that
results in an increase in the retardation of tracers, 2) formiﬁg micelles in the aqueous
phase causing a decrease in the retardation of tracers, and 3) adsorption on the solid
matrix that results in ah increase in the retardation of tracers. As a result, the residual
surfactants can give a false NAPL indication and be a limiting factor in the use of the

partitioning tracer technique. This study investigates the influence of residual flushing




agent (surfactants) upon residual NAPL volume estimation using partitioning tracers. The
objectives were to- quantify the effect of residual surfactants on the partitioning and
transport behavior of alcohol tracers through batch isotherm and column miscible tests.
The effects of adsorbed surfactants on the solid matrix, including positively charged sites,
were also investigated. Finally, the observed effects of residual surfactants were verified

by a post-flushing tracer test following a surfactant flood.

2. Materials and Methods

2.1. Materials

Diphenyl oxide disulfonates (DowFax 8390) (Dow Chemical Co.), Sodium dihexyl
sulfosuccinate (AMA-80-I) (Cytec Industries Inc.), and Polyoxyethylene (10) ‘oleyl ether
(Brij-97) (Uniqerria Industries Inc.) were the surfactants used in this study. Their physical
and chemical properties are given in Table 1. DowFax-8390 is a di-anionic surfactant
with two negatively charged hydrophilic sulfonate heads and an alkyl chain. AMA-80-1 is
a mono-anionic surfactant in a mixture of isopropanol and water, and Brij-97 is a
nonionic surfactant. Tetrachloroethylene (PCE) (Acros, 99 %) was used as a NAPL for
all batch equilibrium and column experiments. A suite of tracers was selected to examine
the effects of varying retardation factors. Methanol (Fisher, 98 %) Was used as a non-
partitioning tracer while 4-methyl-2-pentanol (4M2P) (Acros, §9+ %), n-hexanol (Acros,
98 %), and 2,4-dimethyl-3-pentanol (2,4DMP) (Acros, 99+ %)A were used as partitioning
tracers. All experiments were conducted at room temperature (23 £ 1 °QC). A clean silica
sand >(30-40 mesh, Ottawa) and a clay-silt-sandy loamy soil (Dover AFB site soil)

including some metal oxides were used as porous media throughout the miscible




-]

displacement experiments. The metal oxides in the soil were extracted by an acid
digestion method for soil (U.S. EPA SW-846 3050B) and quantified by an inductive

coupled plasma atomic emission spectrometry (Thermo Elemental Series Enviro 36).

2.2. Batch Isotherm Tests

A series of batch equilibrium experiments was conducted to evaluate the behavior of
tracer partitioning in varying surfactant concentrations (< 0.5 % by weight). The partition
isotherms were measured for three surfactant solutions (Brij 97, AMA 80, and DowFax
8390) with varying concentration (0.0, 0.05, 0.1, 0.3, and 0.5 %). Each surfactant solution
was transferred to a 100 ml volumetric flask, and three alcohol tracers were added. The
tracer mixtures of 21, 16, 14, and 12 ml prepared at each surfactént level were added to 3,
8, 10, and 12 ml of PCE, respectively, in 25 ml vials fitted with Teflon-lined screw caps.
The vials were tumbled end-over-end on a laboratory-rotator (model RD 4512) for 24hrs
at room temperature. At the end of the equilibrium period, the alcohol mixtures in the

supernatant solutions were analyzed by Gas Chromatography (Perkin Elmer GC,

Autosystem XL) with a flame-ionization detector.

2.3. Miscible Displacement Tests

Three series of miscible displacement tests were performed for this study. The first
series of miscible displacement tests was conducted to evaluate the effects of residual
surfactants in the aqueous phase. The column used was a glass column, 4.8 cm in
diameter and 15 c¢m in length with Teflon end pieces (high performance liquid

chromatography (HPLC) column from Kontes). Two layers of a fine wire mesh and a



plastic screen were placed inside of the Teflon end piece to minimize column end effects.
The column was packed with pre-mixed sand containing PCE. The pre-mixed sand was

prepared by adding 20 ml of water and 2 ml of PCE to 750 g (= 300 cm®) of sand and

“homogenizing. The columns used for the residual surfactant (DowFax 8390) tests were

prepared for the miscible displacement experiments by flushing 3 pore volumes (PV) of

DowFax solution through the column. The mobile phase and DowFax solution used PCE
saturated water to minimize ioss of residual PCE in the column. The pértitioning tracer
tests were conducted both with and without DowFax solution at vai'ying concentrations
(0.05, 0.1, 0.3, and 0.5 % by weight). The retardation factor and PCE saturation measured
from each column test were used to estimate the partitioning coefficients.

The second series of miscible displacement tests was conducted for residual
surfactants adsorbed on the solid matrix without NAPL. The column used was a glass
column, 2.54 cm in diameter and 5 cm in length (HPLC column, Kontes) with Teflon end
pieces and a fine wire mesh and a plastic screen. Clay-silt-sandy loamy soil (Dover AFB
site soil) was wet-packed and cleaned by passing 20 PV of degased DI water. Thev clay-

silt-sandy loamy soil contained some metal oxides (ie., Fe™ and AI"™) which can

~ exchange with a negative charged surfactant (i.e., DowFax 8390). Brij 97 (5 %), AMA

80 (5 %), and DowFax 8390 (5 %) solutions were used as surfactants. The column tests
for adsorbed surfactants were prepared for the miscible displacement experiments by
flushing 5 PV of each surféctant solution, and then 5 PV of water through the column.
The partitioning tracer tests were conducted in the columns containing adsorbed

surfactant and the results were used to determine a false indication of PCE.




The third series of miscible displacement tests was conducted to demonstrate the
impact of the adsorbed surfactant through a flushing test. The column, media, and
packing method used were the same as those of the second series. Column test 1 was
conducted using a surfactant mixture (5 % DowFax 8390/ 3 % AMA 80/3%NaCl/3 %
CaCl,, wt.) as the flushing agent, but without PCE. The column was prepared by flushing
5 PV of the surfactant mixture, and then 5 PV of water through the column. The
retardation factor from column test 1 was used to calculate a false indication of PCE.

Column test 2 was conducted with a residual PCE (Spcg = 0.16). The PCE was
introduced in the initially water saturated column using a syringe pump at 0.2 ml/min.
Some of the PCE was displaced by injecting water to create a residual PCE saturation
trapped in the pores. A pre-flushing partitioning tracer ltes't was conducted to estimate the
residual PCE volume trapped in the column. The trapped PCE in the column was flushed
out with 20 PV of the same surfactant mixture as column 1 at 0.3 ml/min. The effluent
PCE from the column was collected and analyzed to calculate the flushed and remaining
PCE volufne. Then, the éolumn was flushed with 5 PV of degased DI water. Finally, a
post-flushing tracer test was conducted to estimate the residual PCE volume. The
estimated PCE volume was compared with that obtained from PCE mass balance (“initial

PCE volume” minus “the recovered PCE volume” = “residual PCE”).

3. Results and discussion

3.1. Effect of Surfactants on Batch Isotherms

In the presence of three surfactants (AMA 80, Brij 97, and DowFax 8390) ranging in

concentration from 0 to 0.5 % by wt., alcohol tracer NAPL-water partitioning coefficients




(Kns) were measured by batch isotherm experiments. The partitionihg coefficients were
determined by linear-least-square curve fitting. The K, values and regression
coefficients, R, are shown in Table 2. The dependence of tracer partitioning coefficients
on the surfactant type was observed for the range of concentrations used in this study.
The partitioning of alcohol tracers into NAPL (PCE) decreased in the presence of anionic
surfactants (AMA 80 and DowFax 8390), but increased in the presence of the nonionic
surfactant (Brij 97) (Figure 1).

Unlike a NAPL/wéter system, the tracer partitioning behavior in a NAPL/surfactant
system is a corﬂplex érocess involving the partitioning of the tracer into NAPL, sorbed
surfactant, and surfactant micelles. At low concentrations below the CMC, the Surfactant
molecules adsorb to the NAPL-water interface or reside in aqueous phase as monomers.
The alcohol tracers in the aqueous phase partition into the NAPL and the hydrophobic
portion of the adsorbed surfactant. At high céncentrations above the. CMC, however, the
surfactants generally form micelles with a hydrophobic inner core, allowing partitioning
éf allcohoAl- tracers. In this éyétém, péﬂitioning of the alcohol. tfaéérs into NAPL with
adsorbed surfactant competes with partitioning into surfactant micelles. Therefore, the
micelles in the aqueous phase cause a decrease in NAPL partitioning of the alcohol
traéers. The decrease of K, of HOCs resulting from micellar partitioning in a solid-water
system has been reported (Sun et al., 1995, 1996; Ko et al., 1998 a, b). For the nonionic
surfactant (Brij 97), however, the partitioning of the alcohol tracers increased with
increasing surfactant concentration. This result requires an alternate explanation for the

partitioning behavior of the alcohol tracers in the NAPL/surfactant system.




For anionic surfactants, the hydrophobic tail groups adsorb onto the hydrophobic
NAPL, but are only slightly soluble in hydrocaroons (Rogen, 1989). The NAPL surface
with the hydrophilic head groups oriented toward the aqueous phase may be less
hydrophobic than the original NAPL (PCE). The lower hydrophobicity of the NAPL
surface and the competition with micelles in the aqueous phase can cause a decrease in
partitioning of the alcohol tracers into the NAPL phase. For Dowfax 8390 with twin
hydrophilic heads, the partitioning coefficients (Kys) decreased in a linear fashion with

increasing DowFax concentration:

K=K, -a- C . (1)
where K, is the partitioning coefficient in water; C; is the surfactant concentration (% by
weight); a; is an empirical constant; the subscripts, n, w, s denote NAPL, water, and
surfactant. For AMA 80, however, the decrease was slight and some values were
relatively uncertain at high concentrations. For Brij 97, the K, values increased and

plateaued with increasing the surfactant concentration (< 0.5 % by weight). The

increasing trend is of a Langmuir type:

K, =225 ik @

where a and b are empirical constants. Unlike anionic surfactants, for polyoxyethylenated
(POE) nonionics such as Brij 97, the surfactant not only adsorbs onto the hydrocarbon,
but is also soluble in the hydrocarbon (Rogen, 1989). The NAPL phase tends to become
more hydrophobic because the surfactant is adsorbed onto and dissolved into the NAPL.

Even though partitioning of alcohol tracers into the NAPL phase competes with that into

10




tﬁe micelles, the increase of the tracer partitioning due to higher hydrophobicity of the -
NAPL with the adsorbed nonionic surfactant may dominate the expected decrease of the
partitioning due to the micelles. The other possible explanation for fhé observed behavior
is a significant increase of interfacial area for the partitioning of alcohol tracers by
formation of a macroemulsion, which is a stable suspension of particles. Alcohol tracers
can partition into or be mixed with the macroemulsion phase (which is a single-phase
mixture of surfactant, NAPL (PCE), and water), and then be séparated.from the équeous
phase. The separation means a decrease of the tracer partitioning in the aqueous phase
while an increase into NAPL phase. The Brij 97 used in this study formed an opaque
macroemusion phase with the NAPL (PCE)/alcohol tracers, and its stability also was
longer (several dayé fo several weeks) without any additives, resulting in an increase of
the partitioning of the alcohol tracers. However, for the range of concentrations used in
this study (0.05 to 0.5 % by weight), the DowFax 8390 did not form a macroemulsion,
and the AMA 80 formed a slight macroemulsion while its lifetime was very short (a few
inihutes to a few hblllrs)ﬂ.“These oBserQétibns suggeét that the surfaétént macrdemusibh
formation and its lifetime may also contribute to an increase in the partitioning of alcohol

tracers.

3.2. Effect of Residual Surfactants on Tracer Tfansport _

A series of column tests were conducted to verify the observations from the batch
equilibrium tests on partitioning and transport of alcohol tracers. The columns contained
very low PCE saturation (Spcg = 0.0125) trapped in a clean sandy medium, and DowFax

8390 ranging from 0 to 0.5 % wt. was used as a residual surfactant. The observed results
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showed decreasing retardation with increasing residual surfactant concentration (Table
3). Here, we assume that adsorption of surfactant on the solid media (which causes an
increase in tracer retardation) is negligible since the doubly negative charged DowFax is
not attracted to the negative charged clean sand. A comparison of partitioning
coefficients between batch and column tests provides a better understanding of the

observed results. The partitioning coefficients from the column miscible test (K.o;) can be

estimated using equation (3):

k= B =D-0-S,e)

col

€)

SPCE

where R; is a retardation factor obtained in the pfesence of residual surfactant, and Spcr is
an PCE saturation estimated from a tracer test without residual surfactant. The estimated
Kcor values from the column tests were compared with the K, from batch tests in Figure
2. Although showing slight deviation at high concentrations, the decreased partitioning
Behavior with incfeasing DowFax concentration .is iﬁ go.od égreemént with the Ky from
batch tests. Based on equation (3), the larger the partitioning coefficient, the smaller the
NAPL saturation. Recall that in the presence of residual DowFax 8390, the K, was
smallér than the K,,, in water. This means, as the larger partitioning coefficient {an) is
used with the smaller Ry measured in the presence of residual surfactant, the PCE
saturations (Spce) would be under-estimated. The observed results showed that the Spcg
values were under-estimated from 4.3 to 21.7 % for n-hexanol and 0.2 to 24.7 % for
2,4ADMP using varying residual concentrations (0.05 to 0.5 % by weight). Assuming

about 10 % (~ 0.4 to 0.8 % wt.) or lower residual for typical surfactant concentrations (=
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4 to 8 % wt.) (Dwarakanath et al., 1999) at post-flushing field sites, the observed results

in this study show a potential for significant error in the presence of a residual surfactant.

3.3. Effect of Adsorbed Surfactants on the Solid Matrix

Alcohol tracer partitioning intq adsorbed surfactant on a solid matrix was evaluated
with a field site (Dover AFB) soil containing abundant metal oxides which have strongly
positive charges. The main oxides in the soil consist of iron oxide (9800 mg/ kg soil) and
aluminum oxide (4600 mg/ kg soil). Breakthrough curves (BTCs) of the tracers from the
column tests with residual surfactants are shown in Figure 3. The retardation of the
tracers showed a significant deviation dependent upon the structure of the surfactants
used. The observed retardation factors (Rs) for n-hexanol are 1.003 for no surfactant
(background soil), 1.016 for AMA 80, 1.303 for Brij 97, and 3.016 for DoWFax 8390.

In general, anionic surfactants are oriented away from the negatively charged surface

" but if the soil contains positively charged oxides, the surfactants easily adsorb onto the

surface with their negatively charged head groups by interactions such as ion exchange.

~ The adsorption isotherm of ionic surfactants onto a charged site is typically S-shaped

(Rogen et al., 1983; Holsen et al.,, 1991; and Ko et al.,, 1998a). The distribution

_coefficients (Kg) at low concentration increase with increasing surfactant concentration,

and at high concentration (above the CMC) decrease since surfactant micelles in the
aqueous phase begin to compete with the adsorbed surfactant (Sun et al., 1995; Ko et al.,
1998a).

In this study water flooding (which typically has conducted before a post-flushing

tracer test) (e.g., Rao et al., 1997) followed surfactant flooding. The subsequent water
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flooding would remove partially or most of the adsorbed surfactants existing as
monolayers or bilayers and most of the residual surfactants as micelles in the aqueous
phase. The remaining surfactant is likely to be adsorbed phase (mainly a monolayer). The
adsorbed surfactants with hydrophobic tail groups oriented toward the aqueous solution
would act as a highly efficient hydrophobic medium into which alcohol tracer can
partition (Holsen et al., 1991).

For AMA ‘80, while the R; value (=1.016) is larger than the R (= 1.003) for
background soil (no surfactant), the degree of retardation was not significant (Figure 3-
A,B). This implies AMA 80 may be a good candidate for a surfactant remediation effort
requiring a post-flushing tracer test. This may be due to less hydrophobicity of the short

carbon chain (dihexyl groups) or the less residual amount due to weak adsorption binding

which can be displaced easily by water.

However, for DowFax 8390, an extremely large R value (= 3.016) was observed
(Figure 3D). Thjs retardation seems to be attributed to its special chemical structure. The
doubiy charged sulfonate groups of DowFax 8390 adsorb strongly onto the pbsitively
charged oxides as compared to mono-anionics such as AMA 80. Therefore, the adsorbed
hydrophilic moieties on the strong positive sites are likely to resist water flooding; that is,
DowFax 8390 can not be displaced easily by the water flooding. This indicates that the
adsorbed DowFax 8390 can cause a serious error on estimation of residual NAPL
saturation during a post-flushing tracer test.

Adsorption behavior of a nonionic surfactant will be different from the above anionic
surfactants. In general, nonionic surfactants such as Brij 97 adsorb onto surfaces with

either hydrophilic or the hydrophobic group oriented toward the surface.
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Polyoxyethlenated surfactants adsorb onto é silica surface through hydrogen bonding
between SiOH groups on the surface and the oxygens of the oxyethylene groups (Rosen,
1989). This adsorpiion has been explained as the electrostatic interaction between the
oxygens of the POE chain and the negatively charged soil surface by picking up protons
from the water and acquiring positive charges.

These retardations resulting from the adsorbed surfactants cause a false PCE
saturation (False Spcg) by the post ﬂushing_ tracer tests. The false SpéE values can be
calculated by equation (3) with Ky (= 6.56) for n-hexanol and the observed R; values.
The false Spcg values were 0.0004, 0.0024, 0.0426, and 0.2286 for no surfactant
(background soil), for AMA 80, Brij 97, and DowFax 8390, respectively. Considering
that typical post' ﬂushiﬁg tracer tests have been conducted with low NAPL saturation
(approximately ranging 0.005 to 0.02)(Rao et. al., 1997), the impact of the residual

surfactant on soil with the positively charged sites can be significant.

3.4. De;nonstratidn fhrough A Flushing Test

The effect of residual surfactant was demonstrated through‘ partitioning tracer tests
along with a surfactant flooding using columns packed with the same soil (Dover AFB
site soil) as used previously. The surfactant mixture used as a. flushing agent was 5 %
DowFax 8390 / 3 % AMA 80 / 3% NaCl / 3 % CaCl,. The solubility of PCE in this
mixture was approximately 70000 mg/l. Partitioning tracer tests were conducted before
and after the surfactant flooding test. BTCs for the pre- and post-flushing tracers are
shown in Figure 4. The observed BTCs from the post-flushing tracer test with low Spc (

0.0125 based on PCE mass balance) (Figure 5) showed a similar trend to those from the

15




pre-flushing tracer test with high Spcg (0.16 by tracers). The estimated Spcg values were
0.16 (1.27 ml PCE) and 0.16 (1.27 ml) for the pre flushing tracer test, and 0.13 (1.05 ml)
and 0.15 (1.22 ml) for the post flushing tracer test after the surfactant flooding by 4M2P
and n-hexanol, respectively. As calculated using only the results of these pre- and post-
flushing tracer tests, the removal percentage .of PCE by the surfactant flooding should be
Just about 10 %. Based on a mass balance between injected and extracted PCE (Table 4),
however, the removal percentage of PCE was about 92% (1.17 ml / 1.27ml). This
deviation between the Spcg estimations based on the tracer tests and PCE mass balance is
due to the residual (most adsorbed) flooding agent. The results from column 1 quantified
the false Spcg caused by the adsorbed surfactant mixture. This false Spcg (= 0.12 and 0.14
for 4m2p and n-hexanol, respectively) can be subtracted from the estimated Spce (= 0.13
and 0.15 for 4m2p and n-hexanol, respectively) from the post-flushing tracer test,
resulting in about Spcg ~ 0.01 which approaches the Spcg based on mass balance. As
noted earlier, even though clean water followed the surfactant flood, some amount of
surfactaﬁt would remain adsorbed to the solid matrix. In this case, the alcohol traéers
partition into the adsorbed surfactant on the positively charged oxides as well as the PCE

phase with adsorbed surfactant, causing a significant increase in tracer retardation.

4. Conclusions

The results from this study indicate that NAPL volume estimates using a post-
flushing partitioning tracer test could be influenced by the residual surfactant flushing
agent. The surfactants remain adsorbed on the solid phase (cgusing an increase in

retardation of alcohol tracers) and dissolved (as monomers and micelles) in aqueous
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phase (causing a decrease in retardation). In the PCE/surfactant system (< 0.5 % by
weight), the partitioning coefficients of alcohol tracers into PCE decrease linearly with
increasing concentration of anionic surfactahts (AMA 80 and DowFax 8390), whereas
they increase and then plateau with increasing concentration of nonicnic surfactant (Brij
97). Results based on column tests with DowFax 8390 showed less retardation which was
in good agreement with the lower partitioning coefficient. The lower retardation resulted
in an under-estimation of PCE scturation up to 20 %. In a soil system that included
abundant metal oxides which have strongly positive charges, surfactants were adsorbed
weakly or strongly depending upon the structure of the surfactants used. The adsorbed
surfactants with hydrophobic tail groups oriented toward aqueous solution would act as a
hydrophobic medium into which alcohol tracer can partition. The resulting partitioning of |
the tracers into the hydrophobic medium causes a false Spcg based on post-flushing
partitioning tracer tests. The false Spcg values were 0.0024, 0.0426, and 0.2286 for AMA
80, Brl_] 97, and DowFax 8390, respectively. Considering that post-ﬂushlng tracer tests
have been typlcally conducted with low NAPL saturation, the adsorbed surfactants can

cause significant over-estimation of NAPL saturation.
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List of Figures

Figure 1. Relationship between tracer partition coefficients (Kp) and surfactant [(A)
AMA-80, (B) DowFax 8390, and (C) Brij97] contents (%, weight).

Figure 2. Comparison of the K, values measured by batch tests to the K. estimated
by column tests for (A) n-hexanol and (B) 2,4-dimethyl-3-pentanol in the
PCE / DowFax 8390 system.

Figure 3. Results from column experiments with A) no surfactants, B) AMA 80, C)
Brij 97, and D) DowFax 8390 adsorbed surfactants and no NAPL. Shown
are BTCs for non-partitioning tracer (methanol, plus symbols) and
partitioning tracer (n-hexanol, circles).

Figure 4. BTCs of pre-flushing tracer test with only residual NAPL (Spcg = 0.16),
and post-flushing tracer test with residual NAPL (Spcg = 0.0125) and
surfactant (DowFax 8390).

Figure 5. BTC of removed PCE during the surfactant mixture flooding.

22




Table 1. Physical and chemical properties of surfactants used in the study.

Surfactants Mono-anionic Di-anionic Non-ionic

Chemical name Dihexyl Dipheny! Oxide Polyoxyethylene (10)
Sulfosuccinate Disulfonates Oleyl Ether

Trade name Aerosol MA 80-1 DowFAX 8390 Brij 97

Chemical Structure C6H90O;NaS CiHa3 Ci2 H70(SO3N3)2 CsgHp16021 -

Mol wt. 388 642 1149

Water Solubility Miscible Miscible Miscible

CMC (mM) 2.3° 3 - -

HLB - 78.6° 12.4°

Notes : CMC is critical micelle concentration; mM is milliMolar.
2 Lowe et al., 1999; b Rouse et al., 1993; “Dow Chemical Co.; d Zou and Rhue, 1999.
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Table 2. Partitioning coefficients (Kys) of alcohol tracers measured on various surfactant
contents (% by weight).

Surfactants

water

AMA 801

DowFax 8390

Brij 97

contents
(%, wt.)

0

0.05
0.1
0.3
0.5

0.05
0.1
0.3
0.5

0.05
0.1
03
0.5

4M2P

3.6(0.994)

3.48(0.998)
3.40(0.998)
3.30(0.997)
3.08(0.999)

3.51(0.999)
3.47(0.999)
3.36(0.999)
3.17(0.999)

3.49(0.999)
3.68(0.996)
3.90(0.989)
4.01(0.982)

n-hexanol

6.56(0.999)

6.56(0.999)

1 6.43(0.999)

6.38(0.999)
6.59(0.996)

6.45(0.999)
6.19(0.999)
5.76(0.999)
5.19(0.999)

7.13(0.998)
7.49(0.995)
8.07(0.986)
8.17(0.987)

2.4DMP

26.52(0.999)

25.69(0.999)
25.43(0.999)
25.32(0.999)
25.54(0.999)

©26.23(0.999)

24.98(0.999)
23.22(0.999)
20.95(0.999)

26.07(0.999)
26.94(0.999)
27.31(0.999)
26.96(0.999)
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Table 3. Parameter values observed from column miscible experiments with PCE /

DowFax 8390.
Tracers Surfactant R Estimated Spce Kol
Content Sece % error
(%, Wt.)
n-hexanol 0 1.111 0.0166 6.56°
0.05 1.106 0.0159 43 6.27°
0o . 1.099 0.0149 " 6.56°
0.1 1.086 0.0129 -12.9 5.70°
0 1.055 0.0084 6.56°
0.5 1.043 0.0066 21.7 5.13°
2,4ADMP 0 1.435 0.0163 26.25°
0.05 1.434 0.0163 -0.2 26.14°
0 1.378 0.0142 26.25°
0.1 1.338 0.0127 -10.42 23.44°
0 1219 0.0083 26250
0.5 1.167 0.0063 -24.71 19.96°

3 Partitioning coefficients (Knw) measured in water by the batch isotherm tests.
b partitioning coefficients (Kco1) values estimated by the column tests in the presence of
residual surfactants. '
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Table 4. Results observed from pre- and post-flushing tracer tests and PCE mass balance
from the flooding test with DowFax 8390 5%/ AMA 80 3%/NaCl 3%/ CaCl, 3%.

Column Test Type PV 4-methyl-2-pentanol n-hexanol
R Spce Rs  Spce
Column 1 Tracer test for only 8 ml 146 = 0.12 206 0.14

adsorbed surfactant

Column 2 Pre-flushing tracer test  8.1ml 1.68 0.16 227 0.16
Column 2 Post-flushing tracer test  8.1ml 1.55 0.13 2.17 0.15
Trapped PCE Removed PCE Residual PCE
I in rin in after flooding
volume  Spcg volume volume Spcg
Column 2 1.27ml  0.16 1.17ml 0.lml  0.0125
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Activated Carbon for the Removal of Tetrachloroethylene (PCE) from Alcohol Solutions

Nancy J. Hayden', Michael C. Brooks?, Michael D. Annable (Associate Member)®, Hongxun
Zhou (Associate Member)*

Abstract

Alcohol (cosolvent) flooding is a reiatively new, in-situ technique for enhancing the removal of
immiscible organic solveﬁts, such as tetrachloroethylene (PCE) aﬁd trichloroethylene (TCE),
from soil and groundwater aquifers. Recovery of the alcohol solution for reinjection is important
for ensuring the cost effectiveness of this technology. The overall goal of this research was to
investigate the ability of activated carbon to remove chlorinated compounds such as PCE from
alcohol solutions so that the alcohol solution could be reused in the cosolvent-flooding process.
Laboratory studies were conducted using PCE or TCE in isopropyl aicohol and PCE in ethanol.
‘Alcohol éoncentrations in water ranged from 0-80% (v/v), and chlorinated compound
concentrations ranged from 10 mg/L — 100,000 mg/L. Recovefy and reuse of alcohol was
applied to a cosolvent flood at the Dover National Test Site at tﬁe Dover Air Force Base,
Delaware. The field application consisted of treating a 60-70% (v/v) ethanol solution containing
PCE concentrations ranging from 500-2000 mg/L using two carbon drums in series. Laboratory
results showed that PCE adsorbed on to activated carbon in the presence éf alcohol even at very
high alcohol concentrations. However, the Freundlich coefficient (K¢) was reduced by almost
two orders of magnitude with increasing alcohol concentrations. Field results showed that
activated carbon removed PCE from the ethanol solutions allowing these solutions to be reused
in the cosolvent flood. The results demonstrated the technical and economic feasibility of the
recovery and reuse of alcohol from cosolvent flooding activities.
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Introduction

Alcohol (cosolvent) flooding is a relatively new, in-situ technique for enhancing the removal of
immiscible organic solvents, such as tetrachloroethylene (PCE)v and trichloroethylene (TCE),
frqm soil and groundwater aquifers. One of the main mechanisms of the alcohol flushing
process is the enhanced solubility of PCE and TCE in the aqueous/alcohol mixture. Ternary-
phase behavior and solubility data for PCE and TCE in alcohol/aqueous mixtures show
significant increases in solubility of PCE and TCE in ethanol and isopropyl alcohol, IPA,
(propan-2-ol) at increasing alcohol concgntrations (Hayden et al. 1999). In the flushing process,
alcohol solutions are injected into PCE or TCE contaminated areas, the contaminants dis'soh-/e
into the alcohol and are then extracted with the flushing solutions. The feasibility of this
remediation process has been demonstrated in pilot and field-scale studies (Jawitz et al. 2000;

Sillan et al. 1998; Rao et al. 1997).

Recovery and reuse of the alcohol solution in an alcohol flooding remediation scheme is
important for reducing the overall cost of remediation and for reducing the volume of hazardous
waste generated from the remediation process. However, this aspect of the flushing process has

not been studied in either laboratory or field investigations.
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Activated carbon has been widely used iﬁ the water and wastewater fields to remo;ve nonpcﬂar
organic contaminants. Research continues in this area, including investigating the properties of
fhe adsorbate and competing adsorbates on adsorption and modeling the adsorption process’
(Crittenden et al. 1999, Luehrs et al. 1996, Klecka et al. 1996, Hazourli et al. 1996, Urano et al.
1991, Wujcik et al. 1992, Ying, et al. 1990). However, the adsorptidn of organic compounds,

such as PCE and TCE, from alcohol solutions has not been investigated.

Weber and DiGiaﬁo (1996) claésify adsorption as solvent-motivated and sorbent-motivated
adsorption where solvent-motivated adsorption deals primarily with the repulsion of solute
molécules, also called the adsorbate, by the solvent phase. The ‘sorbent-motivated adsorption
relies on | the attractién of the solute molecules to the adsorbent phase. Activated carbon
adsorption is generally affected by both the solute’s incompétibility with the solvent and the
affinity between the solute and the activated carbon. For example, organic compounds of low
aqueous solubility, such as PCE and TCE, are readily adsérbed by activated carbon, however, as
the solubility of the organic compounds increases, carbon adsorbability decreases (Weber 1972).

Both ethanol and IPA are miscible with water and have low adsorbability to activated carbon.

Increasing the concentration of alcohol in aqueous solutions increases the solubility of PCE and
TCE in the solution thereby decreasing the solvent-motivated adsorption. This would likely

reduce PCE and TCE adsorbability onto activated carbonb. The higher soiute concentration due
to the increased solubility produces a greater concentration gradient and chemical potential that

would likely result in large amounts of PCE adsorbed on the carbon.
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Studies on the effect of cosolvents on organic contaminant sorption onto activated carbon were
not found in the literature, however, the effect of cosolvents on organic contaminant sorption on
soils and soil matrices has been examined and found to greatly influence the sorption process
(Nzengung et al. 1996, Wood et al. 1990, Nkedi-Kizza et al. 1987, Fu and Luthy 1986, Rao et
al. 1985). For e;xample, sorption coefficients determined from batch isotherms of phenanthrene
and naphthalene onto sandy surface soil showed a log-linear decrease as the volume fraction of
methanol increased in the solution (Wood et al. 1990). Organic contaminant sorption in soils
however is typiéally defined by a linear sorption coefficient while adsorption of organic

contaminants onto activated carbon is nonlinear.

Batch isotherms are typically used to investigate’ the relationship between the amount of the
contaminant on the carbon and the amount in soiution at equilibrium ana a constant temperature.
This relationship is often modeled using a Freundlich isotherm equation (Weber and DiGiano
1996). This empirical model is extremely useful in summariéing batch isothem data for a

variety of applications. The Freundlich equation and its logarithmic form are shown in

Equations (1) and (2).
g =KsC" (1)
log ge=1log K+ Nlog C 2)
Where: g. (mg/g) is the mass of solute per mass of adsorbent;

K (L/g) is a sorption coefficient;
N is the coefficient related to linearity; and
C (mg/L) is the concentration of solute in solution at equilibrium.

While the relationship is empirical, the K¢ term is an indicator of adsorption capacity at a

specific solution-phase concentration, and is therefore referred to as a specific capacity (Weber




and biGiano 1996). A higher value of K means a higher specific adsorption capacity. The N
term indicates the linearity of the isotherm with an N value of 1 indicating a linear isotherm. The
Freundlich parameters can be used to compare adsorption capacity for différent compounds or
the same compound under different conditions. These parameters can also be used for

estimating carbon capacity in continuous flow carbon columns (Weber 1972).

Activated carbon columns (carbon beds) are a common way of treating contaminatéd water and
offer some advantages over batch treatment operations. The most signiﬁcént advantage is that
the column is continuously in contact with fresh solution. The carbon column represents a non-
equilibrium condition in which the active zone of adsorption (also called the primary adsorp;don
zone or just adsorption zone) continually moves down the column until the carbon is completely
spent and equilibrium is achieved. As the adsorption zone moves through the column, more and
‘more solute tends to escape and breakthrough of the contafninant occurs. The shape of the

breakthrough curve can be influenced by a variety of factors including flow rate.

The overall goal of this research was to investigate the ability of activated carbon to remove
chlorinated compounds such as PCE from alcohol éolutions so that the alcohol solution could be
reused in the cosolvent-flooding process. The focus of the laboratory experiments was to
determine the effect of alcohol concentration on the adsorptioh of PCE to activated carbon in

batch and column studies, while the field test evaluated the technical and economical feasibility

of this approach.

Materials and Methods

The activated carbon used in the Jaboratory studies was Filtrasorb-400 which is a granular




activated carbon manufacfured by Calgon Corporation. The granular activated carbon used in the
ﬁeid application was ARTCORP D16, purchased from Advanced Recovery Technologies
Corporation. Their supplier was Barneby and Sutcliffe, Corporation. The physical properties, as
provided by the sﬁppliers, are listed in Table 1. A smaller particle size was used for the
laboratory studies because of the small carbon columns used. This size difference and the fact
that laboratory carbon was washed to remove fines were the only major differences between the

laboratory and field carbon.

Laboratory Batch Studies

The activated carbon was placed in a # 40 sieve (0.42 mm mesh size) and washed with distilled
water to remove fines. It was dried at 110°C for 24 hours and stored in a dessicator until used in
the batch isotherm studies. Chemicals included PCE (99.9%), TCE (99.8%), IPA
(100%)(Mallinckrodt Baker Inc.), ethanol (dehydrated-.ZZOO proof, McCormick Distilling Co.)
and methanol (99.8%, EM Industries Inc.) Distilled water was produced by a Corning Mega-

Pure™ System.

Solutions of various alcohol/chlorinated solvent/water mixtures were made up 24 hours prior to
use to ensure that the PCE was thoroughly dissolved. Batch isotherm experiments with constant
initial solution concentrations were conducted using 60 mL crimp-cap bottles. An exact but

different amount of activated carbon was placed in each of five bottles, filled with solution, and
crimp-capped with a Teflon-coated septum. One duplicate bottle was also run. Two blanks

containing solution only were used to correct for losses if any occurred. A sample was taken of
the initial solution and the concentration was determined using a gas chromatograph with flame

1onization detector (GC/FID), a DB-624 column (J&W Scientific) and a headspace automated




sampler. The eight bottles were placed on a rotary shaker (6 revolutions/min) in the dark for
approximately 3 weeks. A preliminary study of the shaking time needed to reach equilibrium
showed that this was more than a sufficient time to reach equilibrium. The ambient temperature
was (21 £ 1.5)°C. After mixing, the contents were allowed to separate for a minimum of 5 h and

samples of the aqueous phase were measured using GC/FID.

A range of alcohol and solute concentrations was used in the isotherm studies to simulate a range
of possible scenarios in the field. The variables of interest in the study were alcohol (IP>A or
ethanol) and chlorinated compoﬁnd (PCE and TCE) concentrations. The TPA concentrations
used were 0, 15, 30 and 60 % (v/v), and ethanol concentrations used were 30, 50 and 80% (v/v).
The PCE or TCE concentrations varied depending on the expemrnent The maximum
concentratlons used were slightly less than the solublhty in the respective alcohol solutlon |
Solubility information was obtamed from Hayden et al. (1999). A summary of the batch isotherm
experiments is shown in Table 2. The alcohol concentratlon,.number of isotherms run and the

initial solute concentration for each isotherm are shown.

Column studies

Column expenments were performed to evaluate a flow- through system for adsorbmg PCE from
alcohol solutions. Two different IPA concentrations (30 and 60 %, v/v) and three dlfferent PCE
concentrations were usea. Ten cm glass columns with an internal diameter of 3.1 c¢m, aluminum
end caps, Viton O-rings, and stainless steel Swagelok fittings were used. One cm of the column
was left carbon free to reduce end effects. The effective activated bed length in the column was 8

cm which represented a bed to diameter ratio of 2.58. The column parts were tested for PCE




adsorption and the results showed that the column did not adsorb measurable amounts of PCE.
Influent solution was stored in a glass reservoir with a floating cap to prevent losses and was
supplied by a peristaltic pump to the column. A three-way stainless steel valve was installed at

the column inlet for sampling influent concentrations.

The activated carbon as received from the supplier was water-sieved with distilled water to
remove fines and soaked for at least 48 hours in order to dispel the air trapped in the internal
pores of the carbon. The soaked activated carbon was packed into a glass column under distilled
water and then flushed in an upward direction. Column tests were conducted at an ambient

temperature of (21 = 1.5)°C.

The volume of the influent solution needed for a column test was estimated based on the amount
of activated carbon packed in the column bed and the adsorption capacity (Ky) of the activated
carbon determined in the batch isotherm studies. Effluent and influent samples were taken with
a glass syringe, placed in crimp cap headspace vials, and stored in the refrigerator for analysis.
The column tests were terminated when the effluent concentration was consistently equal to or
greater than 50% the column influent concentration. A summary of the column parameters is
shown in Table 3. Superficial velocities were considerably lower than those used in the field
because of the small column size, however, the empty bed contact time was kept in a similar

range to field values.

Field Study




The use of cosolvent flushing to enhance dissolution of dense nonaqueous phase liquid
(DNAPL) contamination was evaluated in an isolated test cell at the Dover National Test Site,
located at Dover Air Force Base in Dover, Delaware. The DNAPL éource zone, established
within the test cell through a controlled release of 92 L of PCE, was flushed with an ethanpl
solution for approximately 40 days. The alcohol greatly enhanced PCE solubility and thus the

removal of the PCE from the subsurface. Details of this study are presented in Brooks (2000).

Alcohol solution extracted from the test cell was treated with activated-carbon and reused in the
cosolvent flood. The flood zone within the test cell was separated into upper and lower zones
using packers in the injection and extraction wells Effluent from each zone was stored in
separate tanks, and then treated in batches as needed for continual operation of the alcohol flood.
The upper-zone fluid was recycled by pumping each batch through two activated carbon drums
in series. The batch volumes ranged from 600 L to 1800 L énd a summary of treatment

parameters is shown in Table 4.

Hi gh alcohol concentrations were targe‘;qd to the lower zone. A total of 39 batches were treated
for lower-zone recycling. Twenty-nine of which were treated by using two or three activated
carbon drums in series. The remaining 10 were treated by air stripping and activated carbon (not
discussed in this paper). The batch volumes for lower-zone treatment by activated carbon alone
ranged from 200 L to 1800 L. The carbon drums contained approximately 79 kg of packed
activated carbon. The recycled alcohol solution was augmented with new 95% ethanol solution
as needed to maintain the ethanol content in the influent at approximately 70%. A target ethanol

content of 70% was used to maintain a large PCE dissolution capacity in the solution while




facilitating cosolvent recycling by minimizing the need to augment treated effluent with the fresh

95% ethanol solution. A summary of the treatment parameters is shown in Table 4.

During treatment, one to three sets of influent and effluent samples were collected from each
carbon drum used. Samples were analyzed in the field using a field SRI GC (8610B GC with an
auto sampler), to determine real-time information for ope_rational decisions. Influent and effluent
PCE concentrations from each drum were monitored, and drums were removed from service
once the effluent PCE concentration equaled the influent PCE concentration. Samples were
also refrigerated onsite, and later shipped overnight in coolers to the University of Florida for
ethanol and PCE analysis. Analytical results from the laboratory are considered more accurate

than the field data and therefore are reported here.

Analytical Methqu

All samples taken from the laboratory batch and column experiments were measured using a gas
chromatograph (GC), with a 30-meter DB-624 glass capillary column (J&W Scientific) and a
flame ionization detector (FID) or a 75-meter DB-VRX glass capillary column (J&W Scientific)
and a photo ionization detector (PID). | An automated headspace sampler was uéed in
conjunction with the GC for all sample analysis. Samples sent to the laboratory from the Dover
site were analyzed for ethanol using a GC with a DB-624 capillary column (J &W Scientific) and
an FID. Samples were analyzed for PCE by a similar GC/FID method, as well as liquid
chromatography using a PAH C18 packed column (Supelco), UV detection, and a methanol
(70%) and HPLC grade water (30%) mixture as the mobilz phase. Calibration curves from

multiple stock solutions were run daily with check standards run after every ten samples. The
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maximum holding time for samples in the refrigerator was 2 days for isotherm studies, 3 days for

column studies, and 40-70 days for field studies.

Results and Discussion
Batch Studies
Batch isotherm results are showﬁ in Figure 1 for IPA and Figure 2 for ethanol and have been
linearized on é log-log scale for ease of comparison. Least square regression lines are also
shown on the figure. The Freundlich coefficients (Xfand N), and R? values for these lines are
_summarized in Table 5. The high R2 values and linear fits shown in Figures 1 and 2 justify the
use of the Freundlich isotherm for describing the alcohol/PCE/activated carbon systems.
Isotherms conducted using thé same solute and alcohol solutions (outlined in Table 2) have been
combined in Figure 1. Statistical analysis of isotherm results showed no differen;:e between
different initial solute concentrations or carbon dose for the same solute and solvent cases
(p=0.05). Thus lthese have been combined on Figure 1 and an overall regression analysis
performed. It should be noted that the adsorption capacity (K) is the y-intercept on a log-log
plot of ge versus C.and thus it can easily be seen on Figures 1 and 2 that the specific adsorption
capacity decreas»es with increasing alcohol concentration. This makes sense based on the
increasing solubility of the solute with increasing alcohol concentration. The solute has a greater
affinity for the solvent and therefore less affinity for the carbon. It is interesting to note that the
0% alcohol isotherm has a K value that is approximately an order of magnitude larger than even
the 15% IPA case indicating that even a low alcohol concentration can dramatically affect

adsorption behavior.
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Only one isotherm with TCE and IPA was conducted and the results are shown in Figure 1. The
solubility of TCE in water is approximately 7 times that of PCE in water. Hayden et al. (1999)
presented ternary diagrams for TCE in IPA and ethanol and these showed larger sinéle-phase
regions indicating greater miscibility of TCE in IPA and ethano) than PCE. This is also reflected
in the lower K¢ value for TCE at 30% IPA than for PCE at the same alcohol concentration
indicating the reduced TCE affinity for the carbon. Although only one TCE isotherm was run, it

is likely that a similar trend would be exhibited for TCE at higher alcohol concentrations.

Figure 3 shows the relationship between the Freundlich parameters (Table 5) and the alcohol
concentration (% v/v). There is a very good correlation between the log K¢ and the alcohol
concentration. A least square regression analysis has been made and the equations and R? values
are also shown on the figure. In addition to showing that as the alcohol concentration increases,
K¢ decreases, these results also show a similar slope between the ethanol and IPA results. The
difference is in the y-intercept and this means that‘IPA has a greater effect for reducing Ky
(solute adsorption capacity) than ethanol for the same alcohol concentration. This also follows
the solubility results of Hayden et al. (1999) that showed IPA had a greater effect on PCE and

TCE solubility than ethanol.

On a log-log plot of g, versus C,, N represents the slope. At alcohol concentrations of 30% and

greater, the slope of the isotherms was gene;'ally constant at around 0.5. This is shown on Figure
3. At 0% alcohol concentrations, an N value of 0.269 was obtained. This is expected based on

the high affinity of the solute for the carbon and the solute incompatibility with the water. At

15% IPA concentration, however, there is a large increase in N (N=0.757). The reason for this is
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unclear but may suggest more complex cosolvency behavior than at higher alcohol

concentrations.

The batch isotherms provide a quici( method for comparing adsorption equilibria for different
compounds at different alcohol concentrations. These results were used to estimate the
pafameters for the field study. For example, at an alcohol concentration of 70% ethanol, a log K¢
value would be 0.4 and an N value of 0.5 could be used. The carbon capacity for a PCE
concentration of 500 mg/L would be 54.8 mg/g or 110 mg/g for a PCE concent;ati(')n of 2000
mg/L. Thus the batch results can be used to predict the arhount of carbon needed fof treating

solutions in carbon beds. -

Column Experiments

Column experiments were conducted using 30% and 60% IPA solutions.” These were used to
further evaluate the effect of alcohol on the carbon adsorption of PCE in a carbon column bed,
and for guidancé in the .operation of ‘a larger-scale'system. The breakthrough curves for these
experiments are shown in Figure 4. The normalized concentration is plotted as a function of the
logarithm of the cumulative influent volume per gram of carbon in the column. The results for

the two 60% IPA columns show a comparison between different flow rates. The breakthrough

‘curve conducted at the lower flow rate has a steeper slope. This is expected because at lower

flow rates, the PCE has more time to diffuse into the carbon before it is swept further through the
column. This results in a shorter active zone of adsorption and is reflected in steeper
breakthrough curve. The results for the 30% IPA columns reflect the much lower PCE

concentrations than in the 60% case and the longer time to breakthrough.
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The length of the primary adsorption zones was calculated from the breakthrough curves using
the method déscribed in Weber (1972) and are shown on Table 6. The primary adsorption zone is
affected by the concentration selected for the breakpoint, Cy. Breakpoint is the point where the
effluent concentration reaches some designated concentration. For a higher C,, there is a shorter
the adsorption zone, and there is a greater alcohol récovery capacity (defined as the volume of

alcohol solution treated per carbon mass) for a single bed adsorber.

The results in Table 6 show that the recovery capacity increases and adsorption zone decreases
with decreasing flow rate and decreasing PCE concentration. The alcohol recovery capacities for
the 60% IPA columns tend to be quite low indicating .that at high alcohol and PCE
concentrations, activated carbon may not be a very ecox;lornical means of recovering the alcohol
solution. Other methods such as air stripping may be useful. However at lower PCE
concentrations, activated carbon provides a high recovery capacity which makes it an easy and
economical means of recovering the alcohol solutions, especially wheﬁ columns are run in series

and are allowed to reach exhaustion.

The amount of PCE adsorbed per gram of carbon in the column at the exhaﬁst point is also
shown in Table 6 and compared to q. from the isotherm studies as a percent of saturation. The
percent of saturation is the amount of PCE adsorbed in the column divided by q. times 100. All
percent saturations were lower than 100% indicating that the columns were not at complete
equilibrium with the influent concentration when the experiments were terminated. The
éxperifnents were terminated at effluent concentrations of 90% those of the influent because of

the long time necessary to reach complete breakthrough. This resulted in saturation values less
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than 100%. However, the column results did compare fairly well to the batch results. The

results from these studies suggested that for a field application, carbon beds in series should be

used.

Field Studies

The technical feasibility of using activated carbon for treating the cosolvent flooding solutions
was shown in the field. Examples of carbon drum performance for two drums are shown in
Figures 5 and 6 and are plotted as é function of the cumulative treated volume per carbon mass.
Figure 5 shows influent and effluent PCE concentrations for the first carbon drum used in lower-
zone treatment. This is the first drum in a series of two to three drums. The cumulative influent
and effluent PCE volumes adsorbed by the carbon in the drum is also shown. Approximately 6 L
of PCE (or 124 mg PCE/g carbon) were absorbed in the drum before breakthrough occun‘ed..
The amount of PCE adsorbed on the carbon in the drum cornparedvextremely well with the
carbon capapity calculated from the batch isotherm results presented earlier. For example, for
this drum the average ethanol concentration of the influent was 65%. F?om Figufe 2 at thlS |
ethanol concentration, N is equal to 0.5, and K¢ 1s 3.29 (solving log K= -0.026(65)+2,18). The
‘maximum influent concentration for this drum was approximately 1400 mg/L. Using Equation 1.
aan the values just given, q. equals 123 mg/g. The amount loaded based on the actual
breakthrough curve was 124 mg/g. These results show the similar PCE adsorption capability of

the laboratory and field carbon even though they represented different environmental and

operating conditions.

15




Figure 6 shows another example of a drum used in lower-zone treatrﬁent. In this case, there was
some variation in the influent concentration shown on the figure between 200 and 250 L/Kg on
the x-axis. The influent concentration ranged from 500 mg/L to 1500 mg/L and then went from
around 1400 mg/L PCE to near 600 mg/L at the end of the run. The PCE concentration drop in
the influent resulted in desorption of PCE from the activated carbon. This resulted in an effluent
concentration that exceeded the influent concentration. Again it should be noted that this was the
first drum in a series of drums but the column was taken off-line at that point. Desorption of
contaminants frorﬂ carbon filters in not uncommon and can be a problem when there is
considerable variation in the influent concentration as there were in the field (Table 5). The
variation in influent concentrations was related to some aspecté of the cosolvent flooding
demonstration and therefore difficult to control. However, influent variations such as these
generally affect the end of breakthrough process that represents a small fraction of the total PCE
mass adsorbed. If columns are run in series and the effluent from each drum is monitored, this

should not affect the overall performance of the carbon treatment.

Field experiments showed a longer time to reach complete breakthrough as compared to
laboratory experiments. This was a result of the higher flow rates used in the field. This could
result in less efficient treatment of the influent solution if single adsorbers are used since the
column would need to be taken off-line at some predetermined breakpoint concentration. When
running columns in series it is generally possible to run the first column to complete exhaustion,
thus reaching equilibrium, prior to taking it off-line. This was an important reason for running
columns in series in the field and resulted in a very good-system performance. The concentration

of PCE in the recycled ethanol solution typically ranged from 1 to 3 mg/L. However, the field
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site was a permitted release facility, and the PCE concentrations in the recycled ethanol solutions

were not a regulated parameter.

Cost Analysis

The economic feasibility of reusling the treated alcohol solutions ih the flooding pfocess was also
demonstrated. Table 7 shows the cost comparison between using fresh alcohol solvent in the
flood and reusing the alcohol solution treated with activated carbon. Approximately $9000 or a
13% reductioﬁ in cost Was achieved by reusing the solvent. This is significant and itis likely
that at an actuél_site (not a research demonstration site) this reduction would be even greater.
The main reason would be the reduction in sampling and analysis costs that would occur had this
not been a research site. A large number of samples were analyzed to determine the actual
breakthrough curves for the carbon drums and this intensity of sampling would not be necessary
to ensure good treatment performance at an actual site. A sampling reduction of half would be a
realistic number to ensure an understanding of the treatment process and this would decrease the
total cost by 22% as opposed to >13%. At high concentrations of PCE, typically observed during
the early phase of a cosolvent flood, other technologies such as air stripping or macro-porous

molecular polymer may be more cost effective as a pre-treatment to the activated carbon (Jawitz

et al. 2000).

Conclusions

Activated carbon was used to remove PCE from various alcohol solutions in both laboratory and
field studies. The results showed that activated carbon can be used to recover and reuse alcohol
solutions from alcohol flooding remediation schemes. The specific adsorption capacity, K, was

found to decrease with increasing alcohol concentration. This means that for the same
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concentration of PCE, the amount that will be adsorbed onto the carbon will decrease with
increasing alcohol concentrations. However, with increasing alcohol concentrations much higher
PCE concentrations are possible and therefore the totai loading of PCE onto the carbon may
increase. The Freundlich model provided a good fit to the isotherm data and the Freundlich K¢
correlated well with alcohol concentration for each alcohol. The Freundlich N term was found to
be fairly similar at alcohol concentrations of 30% or greater. Predictions of carbon capacity
based on the Freundlich model reasonably matched measured carbon capacity at the field site
suggesting that these results could be used to estimate PCE adsorption capacity for other field
applications. A cost comparison showed that activated carbon treatment of flooding solutions is
cost effective. Overall, this study demonstrated the technical and economic feasibility of using

activated carbon for removing PCE from alcohol solutions.
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Table 1. Summary of activated carbon used in laboratory and field studies.

Property Laboratory Field
Surface area (mz/g) 1050-1200 750-950
Pore volume (ml/g) 0.94 N.A.
Particle density (g/ml) 1.82 N.A.
Uniformity coefficient (Max) 1.9 1.9
Effective size (mm) 0.55t0 0.75 0.8-1.0

N.A. not available from supplier

Table 2. Summary of batch isotherm experiments, solute was PCE except where indicated.

Isotherm Solute and Initial Number | Carbon Dose | Shaking Times
concentrations (mg/L) Isotherms | Range (mg) (d)
0% IPA 65, 77,100, 116 4 2.5-20 1.2,12,22,30
15% IPA 115, 158,172,240 4 3.2-122 1.2,19,22,30
30% IPA 326, 752, 950 3 19 —765 1.7, 19,30
60% IPA 120, 1063, 10526, 99000, 6 19-13669 1.7, 19,22, 23,
10906, 101120 23,23
30% IPA TCE (2503) 1 3.5-630 23
30% ethanol | 360 1 3.5-540 23
50% ethanol | 6626 1 600-13200 21
80% ethanol | 44390 1 1260-13200 21
80% ethanol | 5383 1 1260-13200 21
Table 3 Summary of the column experimental parameters. -
IPA (v/v %) PCE influent Flow rate | Superficial Empty bed contact
concentration (mg/L) | (ml/min) velocity (cm/min) | time (min)
30 330 2.4 0.33 24
30 640 2.4 0.33 24
60 100000 1 0.13 60
60 100000 4 0.51 15

Table 4. Summary of the means and standard deviations (SD) of field expe_fimental

parameters.
Extraction zone | Flow rate (L/min) Superficial velocity Empty bed contact
treated (cm/min) time (min)
Upper Mean =8,SD =4 Mean=3,SD=1 Mean=17,SD =8.6
Lower Mean=9,SD =6 Mean=3,SD=2 - Mean =23, SD=15
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Table 5. Summary of Freundlich model results.

Isotherm K (L/g) N R’
0% alcohol and PCE 168 0.269 10.714
15% IPA and PCE 18.0 0.757 0.964
30% IPA and PCE 7.80 0.629 0.990
60% IPA and PCE 2.23 0.506 10.992
30% Ethanol and PCE 20.8 0.579 0.995
50% Ethanol and PCE 8.76 0.451 0.992
80% Ethanol and PCE 1.39 0.511 0.940
30% IPA and TCE 2.52 0.654 0.967
Table 6. Summary of column results.
Column | Flow rate | Influent | Break- | Adsorption | Recovery | PCE % of
%IPA | (ml/min) | C point, Cy, | zone (cm) | capacity at | adsorbed | saturation
| (mgl) | (mg/l) Co (L/Kg) | (mg/g)
60% 4 100000 | 1000 14 0.18 608 80
60% 1 100000 | 1000 4.9 1.1 680 90
30% 2.4 640 10 8 20 370 81
30% 2.4 330 10 4.6 60 258 86
Table 7. Cost comparison between no recycling and recycling based on the field
demonstration. o
Description | Unit Cost (§) | No. of Units | Subtotal
No Recycling
Ethanol (95% Solution) (L) 0.59 73,000 $43,100
Flushing solution disposal (L) 0.26 95,000 $24,700
‘ Total Cost No Recycling $67,800
Carbon Adsorption
Ethanol (95% Solution) (L) 0.59 42,000 $24,800
Flushing solution disposal (L) 0.26 57,000 $14,800
Carbon Drums (per drum) 580 7 $4,100
Carbon Disposal (per drum) 185 7 $1,300
Pumps, tanks, fittings for batch treatment (LS) $2,000 1 $2,000
Additional Samples (per sample) $100 | 120 $12,000
Total Cost with Carbon Adsorption $59,000
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Estimation of spatially variable residual nonaqueous phase
liquid saturations in nonuniform flow fields
using partitioning tracer data

Andrew 1. James, Wendy D. Graham, Kirk Hatfield, P. S. C. Rao,!
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Abstract. Estimates of spatially variable residual NAPL saturations S are obtained

in heterogeneous porous media using first temporal moments of breakthrough. curves
(BTCs) obtained from multilevel samplers during in situ partitioning tracer tests. An
approach is adopted in which the distribution of the log NAPL/water volumetric ratio

(Y = In [Sy/(1 — Su)]) and log hydraulic conductivity (F = In K) are treated as
spatially correlated random fields. A nonlinear Gauss-Newton search technique is used to
identify the spatial distribution of Y that minimizes the weighted sum of the deviation of
the temporal moment predictions from their measured values and the deviation of the
estimate of ¥ from its prior estimate obtained from the temporal moments of extraction
well BTCs. Sensitivities required for the algorithm are obtained using a coupled flow and
transport adjoint sensitivity method. In addition to obtaining optimal estimates for the
spatial distribution of Y, the method also provides the estimation error covariance. The
estimation error covariance can be used to evaluate the information that may be obtained
from alternate pumping and monitoring configurations for tracer tests designed to detect
NAPL in the subsurface. To this end, we tested the method using two different NAPL
distributions (one with a random spatially correjated field and a second that was a block

of NAPL) and three different pumping configurations (a double five-spot pattern, an
inverted double five-spot pattern, and a line-drive pattern). The results show that
measured temporal moments are more sensitive to Y in the double five-spot and inverted
double five-spot patterns, and estimates produced in these configurations are slightly

superior to those produced in the line-drive pattern.

- 1." Intro‘ductidn

Characterization of the volume and spatial distribution of
nonaqueous phase liquids (NAPLs) in the subsurface at haz-
ardous waste sites is a problem of tremendous importance. The
slow dissolution rates of many NAPLs into groundwater and
the highly toxic nature of the contaminants, even at relatively
low aqueous concentrations, can lead to serious long-term
degradation of groundwater quality. The limited nature of

~ many NAPL spills, where even a few liters of a contaminant

can severely impact groundwater quality, requires innovative
methods to locate and remediate the source of contamination.
To design and implement an appropriate and efficient reme-
diation program requires accurate delineation of the location,
extent, and volume of residual NAPL in the subsurface. In the
past few years, partitioning tracers have gained acceptance as
a means of estimating the volume and/or mass of residual
NAPL in the subsurface. A number of authors have shown
[Annable et al., 1995, 1998; Jin et al., 1995; Pope et al., 1995] that
breakthrough curves (BTCs) of partitioning tracers at extrac-
tion wells can be used to obtain an accurate measure of the
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average saturation and total volume of NAPL present in the
volume of aquifer swept by the tracers. Furthermore, BTCs at
specific points within the three-dimensional volume of the con-
taminated aquifer can be obtained by sampling the tracers at
specific depths using a network of multilevel samplers (MLSs).
[Sillan et al., 1998]. Comparison of the temporal moments of
partitioning and nonpartitioning tracer BTCs can be used to
deduce areas of high residual NAPL saturation (Sy).

The problem of estimating a spatially distributed parameter
such as S, or saturated hydraulic conductivity (K) in the
subsurface based on transport of tracers is the focus of param-
eter estimation or inverse modeling. There is a large body of
work on the problem of inverse modeling in hydrology, most
often in the context of estimation of hydraulic conductivity or
transmissivity using measurements of piezometric head and/or
groundwater fluxes. Additionally, work has been done in esti-
mating the extent of contaminant plumes and groundwater
velocities using solute concentration measurements {Graham
and McLaughlin, 1989a, b, 1991; Reid and McLaughlin, 1994].

_Our objective here is to develop a method to estimate the
spatial distribution of NAPL (saturation or some related quan-
tity) from partitioning tracer BTCs at MLSs. To this end we
have extended and refined the technique of James et al. [1997],
making it more applicable to field experiments. Briefly, James
et al. [1997] solved directly for temporal moment covariances
and cross covariances between temporal moments and retar-
dation, log K, and Darcy flux using a finite difference tech-
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nique. These covariances were incorporated into a Bayesian
estimation scheme (which is equivalent to a steady state Kal-
man filtering algorithm or a cokriging algorithm assuming a
known unconditional mean field). In this scheme the estimator
is a linear function of the measurements [McLaughlin and
Townley, 1996] resulting in a conditioning algorithm requiring
only a single step. Additionally, James et al. [1997] assumed
that the spatial covariance function of log K was isotropic, that
the mean flow field was uniform, and that the Darcy flux
covariances could be approximated by infinite-domain results.

We have extended the technique in several areas: First, we
use a coupled adjoint sensitivity technique to determine sen-
sitivities of temporal moments to log K and the logarithm of
the NAPL/water volumetric ratio (Y). These sensitivities are
then used to determine the temporal moment covariances and
cross covariances between temporal moments and Y and log
K. Use of an adjoint sensitivity technique to determine the
covariances significantly reduces the computational overhead
[Sun and Yeh, 1990, 1992; Sun, 1994]. Second, we compute the

flow-related sensitivities and covariances numerically [James -

and Graham, 1999], which allows us to examine the effects of
nonuniform flow fields. Thus we can now accurately model
injection and extraction wells and easily incorporate statisti-
cally anisotropic K fields (where the spatial correlation length
- can depend on the orientation of the separation vector). As a
result, we can evaluate the performance of alternative tracer
test pumping configurations (e.g., line-drive, double five-spot,
or inverted double five-spot configurations) and pick the con-
figuration that results in the lowest overall estimation uncer-
tainty. Furthermore, obtaining an estimate of Y prior to
cleanup allows modification of the remediation strategy to
target areas with higher S,,. Finally, rather than use a linear-
ized estimator, we use an iterative Gauss-Newton minimization

technique [Tarantola and Valette, 1982; Tarantola, 1987) to
obtain the estimates.

2. Mathematical Background
2.1. Parameter Estimation

In general, we are interested in estimating a set of parame-
ters p (in this case, Y and log K) from a set of experimental
data, d*, here the zeroth and first temporal moments, denoted
by mo(x) and m,(x), determined from measured tracer
BTCs. In general, direct measurements of NAPL saturations
(or NAPL/water volumetric ratios) and/or hydraulic conduc-
tivity are more difficult to obtain and are not typically taken
during partitioning tracer tests. Therefore direct measure-
ments of NAPL saturations and hydraulic conductivity are not
included here.

From a modeling viewpoint the relation between the set of
true parameters p and the true values of the data d can be
written in the “forward” form

d = %(p), (1)

where & is an operator from the space of model parameters M
to the space D of all “conceivable” measurements [Tarantola,
1987; McLaughlin and Townley, 1996]. Equation (1) describes
a perfect relationship between the parameters p and the data
d, meaning that using the parameter set p in the forward model
results in the “true” data d. In reality, both measurement error
and model error contribute to noise in the data. Thus we write

@

d* = F(p) +e,
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where the asterisk indicates that the measurements contain an
unknown amount of noise, written as a vector e. In what fol-
lows, we assume that the parameter vector p is a finite set
discrete values rather than a continuous distribution.

To obtain an estimate of the parameter vector, we use a least
squares estimator E(d, p) that incorporates both the weighted
sum of the deviation of the measured data from their predicted
values and the deviation of the model parameters from their
prior estimates p [Schweppe, 1973; Tarantola, 1987)

E(d, p) = [d* = F(p)]7- Psi - [d* - F(p)]

+(-P)T-Py (b - B), (3)
where P is the spatial covariance matrix of the parameters,
P44 is the covariance matrix of measurement errors, and the
superscript T indicates a transposed quantity. Our problem is
to seek a value of the parameter vector p that minimizes E in
(3). In the general case, minimization of E is a problem of
nonlinear estimation and corresponds to obtaining the maxi-
mum a posteriori estimate of the parameters p [Tarantola,
1987, McLaughlin and Townley, 1996]. As discussed by
McLaughlin and Townley [1996), this estimation approach does
not require that the forward operator % be linear nor that the
a posteriori density function be Gaussian.

Because the forward problem is not linear, an iterative
method is required to find the minimum of E. We use an
iterative Gauss-Newton scheme where the estimate at the k + -
1 iteration is given by

f)k+1=f)k+ePWpo'GZ'(Pm+Gk'P _GZ—I

Popo
{ld* = F(pI] - G- (b — D)}, /

where G, is the matrix of sensitivities after the kth iteratic..
with entries g;; = ad,/dp;, ¢ is a step size parameter, and the
zero subscripts on Py g and P, indicate that the initial values
of these covariances are used; that is, they are not updated at
each step of the minimization process. This formula is equiv-
alent to (23)-(25) of Tarantola and Valette [1982].

Once the minimum is found, the posterior covariance matrix
for the parameters Ppp can be found using

Ppp:Ppovu_ Pyopo* GZ* (Pasay + Gx* Pooge” GD) ™'+ G+ Py
(5)

where G., is the approximation to the limiting value of the
sensitivity matrix [Tarantola and Valette, 1982; Tarantola,
1987]. We use the value of G obtained from the last iteration
of the minimization process.

Thus, given an assumed prior covariance matrix P, ,, for the
parameters, a measurement error covariance matrix Py 4, a set
of data d*, and a prior estimate of the parameters p, we only
require the sensitivity matrix at the kth step G, to obtain an
estimate p,.,. There are a number of ways to obtain the
sensitivity matrix, including direct perturbation of parameters
in a forward model, differentiating the governing flow/
transport equations with respect to the parameters and solving
directly for the sensitivities, or an adjoint sensitivity method.
For computational efficiency we use the adjoint sensitivity
method.

2.2. Governing Equations

We start with the governing equations for fiow and transport
equations in a three-dimensional domain (). We use the mixed
form of the flow equation:
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q(x) + K(x) - Vh(x) = 0, (6)
Vg =0 €0, ™
h(x) = x € Thv, (8)_
qx) n=qy xETH, ©)

where q is the Darcy flux, /4 is the piezometric head, K is the
hydraulic conductivity (or more precisely, the relative hydrau-
lic conductivity with respect to water saturation, which we
assume here to be a scalar quantity), and Q is a source (if >0)
or sink term (if <0). We assume that the boundary I" can be
decomposed into Dirichlet (') and Neumann (Ty) parts
such that ' = I', U I',. We further assume that the boundary
can be decomposed separately for the flow and transport prob-
lems; thus I'f*™ represents a Dirichlet boundary for the flow
problem, /5, is the value on the Dirichlet boundaries, q is the
flux on the Neumann boundaries, and n is the outward unit
normal on I'.

For transport we use the advection- dxspersmn equation for
the temporal moments of a tracer BTC [Harvey and Gorelick,
1995]:

V- [D(x) - Vm,(x)] = V - [q(x)ma(x)] + S,

= —noR(x)m,_(x) xEQ, (10)
m,(x) =m,, x € '™, (11
am”(x) rans
n =0 x €T, (12)

where m, (x) is the nth temporal moment of the solute, q is
the Darcy flux, 6 is the volumetric water content, D is the
dispersion coefficient, S,, is a source (or sink) term for the
tracer, R(x) is the retardation factor. We use the temporal
moment equations rather than the advection-dispersion equa-
tion for concentration of a solute ¢(x, t) since the temporal
moment equations are steady state and do not require time
stepping to solve numerically. A point sink term can be written
as

S, = ma(x)Q8(x — x)),

where Q is the strength of the sink (from (7)), x; is the location
of the sink, and 8(x — x;) is the Dirac delta function at the
point x;. Since there may be several sources and sinks through-
out the domain, we adopt the following notation

S = 2 m(x)Q;8(x — x;)

j=1

to denote M sinks. The form of a point source term depends on
the solute release history. Here we assume that solute at a fixed
concentration C,, is released at a point x; for a fixed amount of
time #4:

C, o0<t=t
clx, t) =
(x;> 1) {0 t >t
For the nth moment this transforms to

n+1

i 1+C,
inj —
S Qn+1

8(x = x3),

where Q is the strength of the source. For N sources we have
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+1

S‘n“.’.—ZQ. i Co 7 8(x —x).

For consistency with the flow equation we introduce a mixed
form of (10) by introducing the variable z:
z,(x) = —0D(x) - Vm,(x). (13)

Our system of equations for the temporal moments then be-
comes

2,(x) + 6D(x) - Vm,(x) = 0, (14)
V-z,(x) + V- [g(x)m,(x)] — Sni — S

= n6R(x)m,(x) x€Q, (15)

ma(x) =m,, x€TH™, (16)

2,(x)'n=0 x&Ty™ a7

Note that this system of equations only holds for a pulse input
of finite duration, since otherwise the moments would be infinite.

Assuming equilibrium, the retardation factor of a partition-
ing tracer is a function of S5 and the NAPL-water partitioning
coefficient K, [Pope et al., 1995; Jin et al., 1995]

KySy

R=1+1—_—S;,.

(18)
As mentioned in section 1, in our procedure we estimate the
log NAPL/water volumetric ratio Y, which is defined as

Sy
Y—ln(l_SN).

We choose. to estimate Y rather than S, for several reasons.
First, we want to avoid generating negative estimates for § .
Second, we want to avoid generating an estimate of Sy > 1.
By estimating ¥, all values of exp (Y) will fall in the range 0 <

Y < o, and all values of S, generated from Y will fall
between zero and one. Last, most applications of Gaussian-
based estimation algorithms assume that the prior error den-
sity is Gaussian [McLaughlin and Townley, 1996]. We cannot
reasonably assume that the prior errors in S, are normally
distributed since the saturation physically must lie between
zero and one, but it is plausible that given our definition forY,
the prior errors in Y are normally distributed.

The retardation R may then be written

R=1+Kyexp (Y).

(19)°

Using this relation together with partitioning and nonpartition-
ing tracer breakthrough curve data at extraction wells, an es-
timate of the average NAPL saturation (and hence the average
value of Y) and total volume of NAPL in the tracer swept
volume of the aquifer can be obtained [Jin et al., 1995], pro-
vided K, is known. An estimate of the average value of Y is
required by our estimation procedure. This is discussed in
more detail in section 3.

2.3. Determination of Sensitivities

To obtain estimates of Y in a variable conductivity field, the
sensitivities of the zeroth and first temporal moments at a

‘given point to variations in log K and Y are required by the

Gauss-Newton algorithm given in (4). As mentioned in section
2.1, we use an adjoint method to determine the sensitivities.
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Applications of adjoint sensitivity theory in groundwater hy-
drology have been discussed by Neumann [1980], Townley and
Wilson [1985], Carrera and Neumann [1986), Sun and Yeh
(1990, 1992}, and Sun [1994]. For our problem we follow
closely the work of Sun and Yeh [1990] and Sun [1994] for
coupled systems.

To determine these sensitivities, we first require a perfor-
mance measure of the form

‘@(p)=f ?(p, d), (20)
n

where @ is a user-chosen function [Sun and Yeh, 1990; Sun,
1994]. The first-order variation of % is given by

_ [ (32, Q) 3P(p, d)
s%_jn( aa 00+ ap). 1)

For our problem, d is the vector of data given by [q h z, m, z,
m,]7, while p is the vector of parameters [F Y]7. Substituting
these into (21), we have

P P P 69’ 0P
SQ—L(B—ESq ﬁ8h+ Bzo 8mo 8—2—1821

+89’8 ) (GQ’SF K1 y
am, my | + ) 3F +6_Y.:6 , (22)

where F = in K.
The first-order variations in the governing system of (6)—(9)
and (14)—(17) are [Sun and Yeh, 1990; Sun, 1994)

8q(x) + ;, *) sF . Vh(x) + K(x) - Voh(x) = (23)
V:8q(x)=0 xEQ, : 24
8zo(x) + 6D(x) - Vémy(x) = 0, (25)
V- 8z9(x) + V - [8q(x)mg(x) + q(x)8my(x)] — 85 =0 (26)
' x€q,

8z,(x) + 0D(x) - Vém,(x) = 0, 27)

V- 8zy(x) + V- [8q(x)m,(x) + q(x)8m(x)]
- 88z - ag,) 8Ymo(x) — 6R(x)8mo(x) = 0 (28)

x€E N

and the boundary conditions
Sh(x) =0 xE€TM™ 8q(x) n=0 xeTll 29)
dmy(x) =0 x €™, 8z5(x)'n=0 xe€TP™, (30)

ém(x) =0 x €T, 8z,(x)-n=0 xeTlP™, (31)

where

85 = 2 8m,(x)Q;8(x — x,).
j=1
Note that the first-order variations of the source terms S "” and
S“IJ are zero since to and C, are deterministic. The terms
3K/aF and dR/dY arise because functions of the parameters

rather than the parameters themselves occur in the governing
equations, that is, e” as opposed to Y. Note that in taking the
first-order variations of (23) and (28), we have neglected th
deterministic relationship between K and Y by ignoring ten
such as dK/3Y. To determine this relationship either deter-
ministically or stochastically requires solution of the mul-
tiphase flow equations, which require knowledge of the release
history of NAPL as well as knowledge of the functional rela-
tionship between NAPL saturation and relative permeability
for heterogeneous aquifer materials. Since this information is
not usually available, in our estimation procedure we assume
no deterministic relationship or cross correlation between
NAPL saturation and hydraulic conductivity. Thus when we
estimate F, we are estimating the relative hydraulic conductiv-
ity in the presence of NAPL. However, we neglect the infor-
mation that NAPL estimates might give us regarding hydraulic
conductivity.

Proceeding with the determination of sensitivities using the
adjoint method, each of (23)—(28) is multiplied in turn by the
arbitrary functions y,, ¢, -+, and g, respectively, where ,,
¥, and Y5 are vector valued functions and ¢, ¢, and y, are
real valued functions. Furthermore, we require that these func-
tions have the requisite differentiability and satisfy the bound-
ary conditions

Y'n=0 xeT¥ y,=0 xEI"“”
¢s'mn=0 x€TYP™ ¢g,=0 xeTle
Ys-n=0 xETF™ Yyg=10 x eTg™.

Each equation is integrated over the domain ), and Gaus
theorem is applied to each of the integrals. Note that the
boundary integrals resulting from using Green’s theorem van-
ish upon application of the boundary conditions. Adding the
resulting equations to (22) and collecting terms in 8q, 8k, -« -,
etc. results in the following equation:

0P
" J’(E'F U1 = Vi = mVip, — mlv%) - 8q
a

P (a@
+ H—V-[K¢l])8h+ a—zo+ ¢3—V¢4)'8z0
n 1]
a@
i}
j P
+
n

[
(5w
(5 + 0= w) n
(-
(
(

14 dR ‘
3‘? + lll6em0 W &Y. (32)

—
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Thus, by solving the system of equations

P
’ﬁ‘*’ gy — Vi = moVipy — m Vi = 0, (33)
aP
e~ V- [Ki] = 0, (34)
%9 Vg, =0 35
—a-z—0+'1l’3_ ‘xb4" s ( )
a@ ext
%‘V'[GD'%J“Q'V%“SW_OR%:O, (36)
99 V=0 37
a—z':"' Ys— Vg =0, (37
oP '
m‘v'[OD‘d/s]“I'V%‘" w=0 (38)

for the adjoint state variables ¢, §,, - -, and Y, the integrals
in (32) containing the terms with the variations 3q, 8k, -+,
and 8m , will vanish. This leaves only the last two integrals in
(32),

sg= | (22 + . % v1) oF
= \eF T V13F 5
o

aP dR
+ 37 + Yebmy Fa 8Y, » (39)
[1]

from which the sensitivities are determined. Note that to solve
for the adjoint state variables in the system of (33)-(38), we

require q(x), my(x), and m(x), which are-obtained by solv- .- - -

ing the primary equations (6)—(9) and (14)—(17). For this in-
vestigation we used a mixed finite element method to solve the
system of equations for flow, transport, and adjoint state vari-
ables [Allen et al., 1985; Brezzi and Fortin, 1991; Chavent and
Roberts, 1991; Durlofsky, 1994; James and Graham, 1999].

To illustrate the use of the above technique to determine
sensitivities, the measurement Jacobian for the sensitivity of
the first temporal moment at a point x; to a variation in the jth
value of log conductivity can be found by choosing a perfor-
mance measure of the type

P(x; d, b) =m,(x)8(x — xy). (40)

Then, noting that § = m,(x,), solving (33)-(38) for ¢, and
using this result in (39) gives

) _ gk vh = - 41
aFJ h N (\Ul - . "’llq’ ( )

&

where the integration is performed over the support of the jth
discrete value of F. Similarly, the sensitivity of the first tem-
poral moment to the log NAPL/water volumetric ratio is given
by

am(x;) ‘_
3y, = j Psbm Ky exp (Y). (42)
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Figure 1. Plan views of the three pumping configurations
tested. Squares represent locations of muitilevel samplers
(MLS), and circles represent locations of wells. Vertical spac-
ing of the MLS locations are approximately 0.38 m. (a) In-
verted double five-spot pattern. (b) Double five-spot pattern.
(c) Line drive system. '

3. Performance Evaluations

To test the performance of our method of estimating Y, we
used three different pumping configurations and two types of
NAPL distribution. The pumping configurations tested are
similar to those used in tracer tests conducted in hydraulically
isolated test cells [Jawitz er al., 1999] and include a line-drive
system, a double five-spot pattern, and an inverted double
five-spot pattern (Figure 1). In these configurations the total
injection rates and total extraction rates are equal, since con-
tainment is provided by the walls of the test cell. In these
contained systems the zeroth moments of the tracers are con-
stant throughout the domain. There are five levels of MLS
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Table 1. Parameters Used in Simulation and Estimation
of Random NAPL Field

Parameter Symbol Value
Mean log hydraulic conductivity K 2.3
Variance log hydraulic conductivity oF 1.0
Mean log NAPL/water volume ratio Ky -3.65
Variance log NAPL/water volume ratio oy 0.75
Conductivity correlation scale for Ar. Af, 1.1m
simulation Ap, 038 m
Conductivity correlation scale for Mg, Ap, 0.78 m
estimation Ae, 0.27m
NAPL correlation scale for simulation Ay, Ay, 1lm
i Ay, 0.38m
NAPL correlation scale for estimation Ay Ay, 0 10m
)\y_ ’ 0.3m
Measurement error ) 0.027,(x)
Porosity ] 0.21
Dispersivity a, 0.2m
ar 02m
Injection/extraction rate 1) 11.7 m%d
Tracer input duration to 0.14 day
NAPL/water partitioning coefficient Ky 28
Measurement points 60
Convergence tolerance T 1073
Simulation grid Number of 34X27X13
blocks spacing 0.13m
Estimation grid Number of 19x15%8

blocks spacing  0.23m

points (the horizontal locations are shown by the squares in
Figure 1) with 12 sampling points in each level for a total of 60
sampling points in the domain. The vertical spacing between
sample locations is approximately 0.38 m. The staggered MLS
pattern provides evenly spaced coverage in the three configu-
rations and has been used in a number of field experiments.
‘We examine two different types of NAPL distributions. The
first is a random, spatially correlated field of Y, while the

- second is a nonrandom “block” of NAPL. Neither .of these.

scenarios is meant to provide an exhaustive test of the method
to determine the “best” pumping configuration; rather, we use
these cases to illustrate the veracity of our technique for a
random NAPL field, which, in general, adheres to our assump-
tions regarding statistical structure, as well as a distinctly non-
random NAPL field which clearly violates our statistical as-
sumptions.

3.1. Example Cases

3.1.1. Case 1. A turning bands algorithm was used to
generate a spatlally correlated random field for Y with mean
Wy, variance o2, and spatial correlation scales Ay, Ay, and
Ay, Recall that for a statistically anisotropic random’ field,
these values will not all be equal. A random, spatially corre-
lated log K field (recall that X is the relative hydraulic con-
ductmty with respect to water saturation) with mean uf, vari-
ance o%, and spatial correlation scales Aps A Fp and A, was
also generated. In both cases the correlation scales were cho-
sen to be an integral multiple of the mesh spacing. The log K
field was uncorrelated with the NAPL field. The same random
fields were used in all the pumping configurations.

3.1.2. Case2. This case consisted of two blocks of S, =
0.15: one with dimensions 1.40 m X 1.14 m X 0.25 m and the
second with dimensions 1.14 m X 0.89 m X 0.25 m. The NAPL
saturation in the remainder of the domain was set to 1.07>.
Three estimates of this distribution were also produced using
each of the different pumping configurations. In this case the

relative hydraulic conductivity with respect to water was uni-
form throughout the domain at 10 m/d, except for within each
NAPL block where it is 3.0 m/d, and in a 0.25 m thick zone
immediately below each block where it is 0.1 m/d.

The parameters used in the forward tracer simulations with
the random Y and log X fields to determine the “true” tem-
poral moments, together with those used in the estimation of
the random Y field, are given in Table 1. For each of the three
pumping configurations and the two NAPL distributions the
“true” temporal moments used for the measurements d* were
determined using a forward simulation of partitioning and

. nonpartitioning tracers through the synthetic NAPL and con-

ductivity fields. These forward simulations were done on .a
relatively fine mesh. For computational efficiency the estima-
tion procedure was conducted on a coarser grid than the for-
ward simulation. To increase the stability of the inverse algo-
rithm, we assumed a small amount of error in the true
temporal moments of 2% of the measured first moment. In
both of the above cases we set the transverse dispersivity equal
to the longitudinal dispersivity for numerical convenience, al-
though this can be easily relaxed. The correlation scales used in
the estimation procedure were chosen to be close but not
exactly equal to those used in the forward simulation. Since
these parameters are difficult to estimate from field data, it
cannot be expected that these parameters can be determined
exactly. The parameters used in the estimation of the NAPL
block are the same except that in this case the mean value of
Y = —5.7. We note here that in the first case, the statistical
parameters and structure we used for the parameter estimation
procedure are close or match exactly those of the synthetically
generated field, while in the second case the parameters ar °
structure assumptions are clearly not accurate. Also, for t

second case the NAPL and conductivity distributions are cor-
related, although (as discussed above) the estimation proce-
dure assumes that they are uncorrelated. We hope to show that

. even if the statistical parameters and structure are not perfectly

known, some information about NAPL distribution can still be
recovered.

In a real-world tracer test the average NAPL saturation,
total NAPL volume, and prior (uniform) estimate of Y are
obtained from analysis of the tracer breakthrough curves at the
extraction wells. For both of our cases the mean values of Y
estimated from the synthetic extraction well breakthrough
curves are virtually identical to the means of the true fields for
the two cases. The estimates of conductivity and porosity re-
quire drawdown tests. The values of K and 6 used in this study
are representative of those determined from field experiments.

3.2. Estimation Procedure

At the beginning of the estimation algorithm the true spatial
distributions of the Y and F (log K) fields are unknown. The
initial estimates of these fields are assumed to be uniform. The
prior first temporal moments are found by simulating tracer
transport through the uniform §,, and X fields corresponding
to the uniform fields for Y and F, respectively. The prior
Sensitivities are then found by solving (33)-(38) and using the
adjoint variables ¢, and ¥ in (41) and (42). The covariance
matrix P, . is constructed using the variances o} and o7 and
correlation scales Ay, Ay, Ay, Ap, Ap, and Ay while P
is constructed using ‘the assumed measurement error in .
mentioned in section 3.1. Updated estimates of Y and F are
found using the prior temporal moments and sensitivities in
the algorithm given in (4). After a conditioning step k, esti-
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mates of ¥, and F, for each coarse grid block are produced.
The saturation at each coarse grid block in {) is estimated using

€xXp o)

%= T exp (Vo) (43)

while the updated conductivity is estimated by K, = exp (Fy).
The new sensitivities G, are calculated by resimulating flow
and tracer transport through the updated NAPL and conduc-
tivity fields to obtain the updated first temporal moments of
the partitioning and nonpartitioning tracers /% and mYP, re-
spectively, which are then used again in solving the adjoint
sensitivity equations. From the updated sensitivities and esti-
mated measurements a, new estimates Ykﬂ and F k+1 are
produced. The conditioning steps are repeated until conver-
gence is obtained. The convergence criterion we use here is
when the objective function E defined in (3) stops decreasing
or decreases only very slowly, that is, if

E,—Ewn<T, (44)

where T is some predefined tolerance. For purposes of brevity,
in the following discussion we only present and analyze our
results for the estimates of Y.

An indication of how the estimation procedure will perform
in each of the three pumping configurations can be obtained by
examining the sensitivity matrix G, of the first temporal mo-
ment of the partitioning tracer with respect to the log NAPL/
water volumetric ratio produced after the first iteration. This
information is independent of the actual NAPL and conduc-
tivity distributions and can be ‘used to evaluate alternative
pumping configurations prior to obtaining actual MLS data.
The ith-jth entry g,; contains information on the sensitivity of
the first temporal moment of the partitioning tracer at the ith
measurement point to Y in the jth grid block. Figure 2 shows
the maximum sensitivity obtained within a grid block with
2a-2c¢ each represent one of the three pumping configurations
and consist of contour maps of the sensitivities on'a series of
horizontal slices through the domain. Figure 2 indicates that
the first temporal moments have greater sensitivities to the log
NAPL /water volumetric ratio in the inverted five-spot and five-
spot configurations (Figures 2a and 2b) than in the line-drive
system (Figure 2c). Part of the reason for the increased sensi-
tivity in the five-spot and inverted five-spot configurations is
due to the wider range of velocities in these configurations.
Examination of Figure 1 shows that both of the five-spot pat-
terns have a greater proportion of lower velocities than' the
line-drive pattern, which has a rélatively uniform velocity dis-
tribution. Numerical solutions of the adjoint equations (37)
and (38) show that the adjoint variable ¥ is inversely propor-
tional to the Darcy flux q. Since (42) shows that the sensitivity
of m, with respect to Y is directly proportional to yi, we can
conclude that flow systems with lower mean velocities have
larger sensitivities dm,/aY.

Owing to the nonlinearity of the estimation problem these
increased prior sensitivities for the five-spot patterns do not
guarantee that these pumping configurations will be more ef-
ficient than line-drive patterns for all NAPL distributions.
However, if no additional site-specific information is available,
these prior sensitivities indicate that on average five-spot pat-
terns will be more efficient than the line-drive configuration
tested here.

respect to all the sampling points, that is, max; g, Figures
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3.3. Estimates of Random Field

Shown in Figure 3 are the true and estimated values of the
random S, field using the three different pumping configura-
tions. Again, each view is a series of contour maps of Sy on
horizontal slices through the domain. Figure 3a shows the true
field, while Figures 3b, 3c, and 3d show the estimates in the
inverted five-spot, five-spot, and line-drive configurations, re-
spectively. It is evident that the method yields a reasonable
estimate in all three pumping configurations. In particular, the
location of the high S, zones in the upper part of the cell is
well resolved in all three pumping configurations. The moder-
ately high values of S, along the bottom left-hand edge, bot-
tom right-hand edge and, to a lesser extent, in the center of the
cell are also resolved in the inverted five-spot and the five-spot
configurations. However, the line drive fails to resolve the
moderately high saturations in the center and bottom right-
hand side of the cell. Note that all the estimates are consider-
ably smoother than the actual NAPL field. This is due to two
factors: (1) The estimates are obtained on a coarser grid than
the true field, and (2) the regularization term in the objective
function penalizes deviations from the smooth prior estimates.

The performance of the various configurations can also be
analyzed by examining the reduction in estimation error asso-
ciated with each configuration. Shown in Figure 4 are maps of
the variance of the estimation error as determined by the
values on the diagonal of the posterior covariance matrix Pyy-
The inverted five-spot pattern (Figure 1a) has the lowest over-
all variance in the estimation error, particularly in the center of
the cell. The line-drive configuration does not show as much
reduction in estimation error variance as do the other config-
urations and, in particular, does not show much in the way of
significant lowering of the estimation error along the right-
hand edge of the cell. Past the last row of multilevel samplers,
no additional spatial information can be gained, and thus the
estimate cannot be significantly improved. This effect can be
seen in both the estimation error variance maps for the in-
verted five-spot and five-spot configurations and the maximum
sensitivity maps shown in Figure 2. For the five-spot pattern
the estimation variance is higher near the extraction wells (in
the interior of the cell), compared to the same locations in the
inverted five-spot pattern (where the injection wells are locat-
ed). Again, this demonstrates that spatial information is only
available between the source of the tracers (i.e., the injection
wells) and the multilevel samplers. “Downstream” of the mul-
tilevel samplers, that is, between the last multilevel samplers
and the extraction wells, the estimate is not as accurate.

The information contained in the posterior covariance ma-
trix is similar to the information contained in the sensitivity
matrix G, discussed in section 3.2. This can be deduced from
(5) since the sensitivity matrix is used in the update of the
covariance matrix. In this context the sensitivity matrix weights
the entries in the covariance matrix and reduces the variance in
the vicinity of measurement points. Since the sensitivities
am,/8Y in (42) are a function of Y, after the first iteration the
covariances will be a function of the estimated NAPL distri-
bution, which, in turn, is a function of the measured values of
m,. This results in the lower estimation errors within zones of
high estimated NAPL and also accounts for the lack of sym-
metry in the estimation error variances shown in Figure 4.

Shown in Figure 5 are curves of the actual estimation error
yerr = ywue — Yot in the different pumping configurations.
The prior curve is the error associated with the initial uniform
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Figure 2. Maximum sensitivities of the first temporal mo-
ment to nonaqueous phase liquid (NAPL) in each of the three
pumping configurations tested. (a) Inverted double five-spot
pattern. (b) Double five-spot pattern. (c) Line drive system.
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estimate. The estimates of Y produced in all three pumping
configurations show significant improvement over the prior.
The estimates produced in both the inverted five-spot and
five-spot configurations have nearly identical error distribu

tions, both having variances of 0.35. The estimate produced in
the line-drive configuration is also a significant improvement
over the prior estimate but is not quite as good as the estimates
produced in the two other configurations, having a variance of
0.42. The estimate produced using the line-drive configuration
has a slight positive bias. Table 2 shows the quartiles of the
error distributions in Figure 5 as well as the interquartile
ranges. The last column shows the fraction of estimation errors
Y*™ produced in the three configurations that lie within the
interquartile range of the prior error, that is, the fraction of
Y*" for which Q%7°" < Y* < QB In all three cases the
interquartile ranges of the estimates produced in the three
pumping configurations are lower than the prior interquartile
range, indicating improvement over the prior estimate. The
improvement is greatest for the inverted five-spot pattern,
which is also shown by the greater fraction of estimates with
errors lying within the prior interquartile range. The next larg-
est improvement is for the five-spot pattern, with the line-drive
configuration showing the least improvement.

Also shown in Table 2 are the quartiles and interquartile
ranges for errors in estimated S,. The errors in S, are not
normally distributed, and, in particular, the distribution of the
prior estimation errors is significantly skewed, as indicated by
the difference in the mean and median (Q,) values. In each
case, however, the interquartile ranges of the estimates are
lower than the interquartile range of the uniform prior. The
median values of the three estimates are all closer to thei-
means than the prior, indicating that the distributions of th.
estimation errors are less skewed than the distribution of the
prior error. Because the median values of the estimation errors
produced in the three pumping configurations are significantly

- shifted from the median value of the prior, the fraction of

estimation errors lying within the prior quartiles does not give
a meaningful measure of improvement and is therefore not
shown.

Shown in Figure 6 are curves of the moment prediction error
in the three different configurations, that is, the difference at
the measurement points between the true first temporal mo-
ments and the first temporal moments produced using the
estimated field, m{™¢ — m{*. Each graph shows two distribu-
tions, one of the prior error (using the initial uniform estimate)
and another of the posterior error (after conditioning). The
moments predicted using the inverted five-spot (Figure 6a) and
five-spot configurations (Figure 6b) show considerable im-
provement over the initial estimate. Note that the prediction
errors in the line-drive configuration (Figure 6¢c) are distrib-
uted similarly to the prediction errors in the two five-spot
configurations. In contrast, the initial prediction errors in the
line-drive configuration show less spread than the initial pre-
diction errors in the five-spot configurations.

The similarity between the prior and posterior error distri-
butions in the line-drive configuration may be due to several
factors. First, as discussed in section 3.2, the five-spot config-
urations have generally lower flow velocities compared to the
line-drive configuration. Since the prediction errors shown j
Figure 6 are not normalized, the errors associated with slowe.
flow paths (and thus larger first temporal moments) will be
larger in magnitude. A second reason is due to the sensitivity
of the temporal moments to the log NAPL/water volumetric
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Figure 3. Estimates of random NAPL field. (a) True field. (b) Estimate produced in inverted double
five-spot configuration. (c) Estimate produced in double five-spot configuration. (d) Estimate produced in

line-drive configuration.

ratio, which, as discussed in section 3.2, is lower in the line-
drive system. Rewriting (1) in terms of the log NAPL/water
volumetric ratio (the parameter) and the first temporal mo-
ments (the data) and expanding in a Taylor series (to first
order) about the mean value of Y, we have
m,=FY) + ast) 8Y

1 c')Y ’
where F(Y)/9Y are the sensitivities of the system with respect
to perturbations in Y. For a given variance of Y a configuration
with low sensitivities (such as the line-drive system) will pro-
duce output data (m,) with less spread about the mean value
f, than a system with higher sensitivities (such as the inverted
five-spot pattern). It follows that a flow configuration with low

sensitivities is less effective for estimating accurate distribu-
tions of Y.

3.4. Estimates of Block

Shown in Figure 7 are the true and estimated values of S
for the block of NAPL using the three pumping configurations.
Eigure 7a shows the true field, while Figures 7b, 7¢, and 7d
show the estimates in the inverted five-spot, five-spot, and
line-drive configurations, respectively. Again, using the
method in each of the pumping configurations yields a reason-
able estimate of the location of the blocks of NAPL. It appears
that the type of pumping configuration has a minor influence
on where the estimates of the higher saturations are placed.
For example, the block of NAPL at z = 1.3 m does not extend
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to the edge of the cell, but both the inverted five-spot and
five-spot systems produce estimates that have moderately high
NAPL saturations along the edge of the cell on the sidey = ¢
The estimate produced in the line-drive configuration shov.
lower saturations along this edge, more in line with the actual
location. This is most likely due to the locations of the multi-
level samplers with respect to the NAPL blocks. In each case
the highest estimated values of Y are directly upstream of the
multilevel sampler location where tracer retardation is seen,
even if the highest saturations are not directly upstream.
Again, the magnitudes of the estimates are lower than the
actual value (S, = 0.15). The highest estimated values are
approximately S, = 0.07 for all three pumping configura-
tions.

Shown in Figure 8 are curves of the actual estimation error
Yo = YU — Y™ of the different pumping configurations.
Again, the prior curve is the error associated with the initial
uniform estimate of Y. In this case, since the initial distribution
is not random nor normally distributed, the prior curve is
strongly multimodal; the main peak is where the true value of
Yisverylow (S, = 1.07%, so Y*'* ~ —5.8), with a smaller one
where the true value is Y = ~1.73 (Y*" =~ 4). There is a third
peak at Y =~ -3.75 which results from an averaging effect
since the boundaries of the NAPL blocks do not exactly cor-
respond to the grid spacing on the coarse estimation grid. The
estimates produced in the three pumping configurations show
improvement, but in each case pronounced deviations from the
true distribution are evident. Note that the peaks of the dis-
tribution obtained in the two five-spot configurations are closer
to zero than the distribution obtained using the line-drive con-
figuration. This indicates that the five-spot patterns performe
better in locating the blocks of NAPL than the line-drive pa
tern, as they did in the random case. Because our test distri-
bution does not conform to the statistical parameters and
structure (i.e., it violates our assumed spatial correlation scales
and lack of cross correlation between NAPL and hydraulic
conductivity), it cannot be expected that the method (which
gives the best results for Gaussian parameters) will give ex-
tremely accurate results. However, it is apparent that the tech-
nique is still able to locate the areas of highest NAPL satura-
tion, although the peak values are underestimated because of
the smoothing of the estimated fields as discussed in section 3.3.

Shown in Figure 9 are curves of the moment prediction error
using the block NAPL field in the three different configura-
tions. In the inverted five-spot configuration (Figure 9a) and
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Figure 5. Estimation error Y*™ of the random NAPL field in
the three pumping configurations.




- .

JAMES ET AL.: ESTIMATION OF SPATIALLY VARIABLE NAPL SATURATIONS 1009

Table 2. Means, Quartiles, and Interquartile Ranges of the Error Distributions

~ofYand Sy
. IQR Relative
Mean Qss Oso Qs IQR to Prior Error
Prior Y 0.0 —0.545 -0.015 0.527 1.072 0.500
¥ inverted five spot —0.030 -0.393 —0.030 0.341 0.734 0.670
¥ five spot —-0.093 -0.503 —0.076 0.307 0.810 0.618
Y line drive 0.099 —0.435 0.030 0.506 0.941 0.560
Prior Sp 0.0 —0.017 —0.009 0.004 0.021 NA
$ inverted five spot . 0.005 -0.006 -0.001 00087 0015 NA
8 five spot 0.005  -0007  -0001  0.09 0.015 NA
8 line drive 0.007 —0.005 0.001 0.011 0.016 NA

IQR, interquartile ranges; NA, not applicable.
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Figure 6. Moment prediction error m{™® — m{™ at the sam-

pling locations in the random NAPL field. (a) Prior and pos-
terior errors in the inverted double five-spot configuration. (b)
Prior and posterior errors in the double five-spot configuration.
(c) Prior and posterior errors in the line-drive configurations.

five-spot configuration (Figure 9b) the posterior moment pre-
diction errors show a modest improvement over the prior,
while in the line-drive configuration (Figure 9c) the posterior
and prior prediction errors are nearly identical. Overall, the
prediction errors are much lower in magnitude than those

. associated with the random NAPL field. This is primarily due

to the fact that both the NAPL fields and conductivity fields are
far more homogeneous than the random case. Additionally,
the average value of S in the NAPL block case is much less
than the random field case. In any case the same trend occurs
here: The inverted five-spot and five-spot configurations have
prior distributions with higher variances and show subse-
quently larger improvements. Again, even with a uniform
prior, the line-drive case does a better job of matching the
actual moments. As in the case with the random NAPL field,
we can conclude that the line-drive configuration is less effec-
tive than the five-spot patterns in generating an accurate esti-
mate of Y.

4. Summary and Conclusions

We have developed a method to obtain estimates of the
spatial distribution of the log NAPL/water volumetric ratio
using partitioning tracer concentration data from MLSs in a
variety of different flow configurations. We have extended and
refined the technique of James et al. [1997] to make it more
applicable to field experiments by using a coupled adjoint sen-
sitivity technique to determine sensitivities of temporal mo-
ments to log K and residual NAPL saturation and computing
the flow-related sensitivities and covariances numerically
[James and Graham, 1999). The new method allows us to
examine the effects of nonuniform flow fields, so we can now
accurately model! injection and extraction wells and easily in-
corporate statistically anisotropic K fields. As a result, we can
evaluate the performance of alternative tracer test pumping
configurations. As a test case, we produced estimates of two
different NAPL fields in a hydraulically isolated system using
three different pumping configurations: inverted five-spot,
five-spot, and line-drive configurations. Our results show that
faor these cases the inverted five-spot and five-spot configura-
tions have higher sensitivity of the temporal moments to the
NAPL/water volumetric ratio and produced more accurate
estimates of the NAPL field than did the line-drive system.
-Owing to the nonlinearity of the estimation problem these
increased prior sensitivities for the five-spot patterns do not
guarantee that these pumping configurations will be more ef-
ficient than line-drive patterns for all NAPL distributions.
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configuration.

There are several advantages of using the Gauss-Newton
technique we adopted for this work. It results in more accurate
estimates than a single-pass estimation using a linearized esti-
mator, and it is computationally more efficient than some
other widely used parameter estimation techniques, such as
simulated annealing. Additionally, there is a large body of
work relating to the theoretical underpinnings of the method.
Last, it is a straightforward matter to quantify the estimation
accuracy by updating the covariance matrix according to (5).

Although a complete set of recommendations for tracer test
design is beyond the scope of this work, some guidelines can be
suggested. First, it is clear that slower water velocities improve
both the sensitivities of the first temporal moments to the log
NAPL/water volumetric ratio and the estimation of the spatial
distribution of NAPL. While time constraints and other con-
cerns, such as tracer degradation, place a lower limit on injec-
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Figure 8. Estimation error Y* of the NAPL block in the
three pumping configurations.
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tion and extraction rates during a tracer test, we have shown
that some pumping configurations (e.g., inverted five spots and
five spots) result in lower mean velocities than others (line
drive) at the same injection/extraction rates. For a specific
tracer test a variety of pumping configurations should be ex-
amined with respect to determining the distribution of water
velocities, the sensitivities of tracer moments to NAPL distri-
bution, and a preliminary estimate of the reduction in NAPL
estimation error for each configuration. The configurations
tested should take into account any existing knowledge of the
release history that would affect the spatial distribution of
NAPL. It should be noted that the moment sensitivities pro-
vide information similar to the posterior NAPL estimation
error without requiring any assumptions regarding the under-
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lying spatial correlation structure of the NAPL and hydraulic
conductivity fields. Thus using sensitivities to compare pump-
ing configurations may be preferable when there is little infor-
mation regarding these spatial correlation structures.
Although only tests in hydraulically isolated cells were in-

vestigated for this paper, our technique should perform simi-

larly in nonisolated systems. The primary modification of the

“technique would be to solve the mean equation for the zeroth

moment of the tracers since it would no longer be constant in
space in a nonisolated system. Last, it is possible to estimate
the NAPL/water volumetric ratio (S5/(1 — Sx)), oreven Sy,
directly. As discussed in section 2.2, we chose to estimate Y to
avoid the possibility of generating negative NAPL saturations.
As a result, it is impossible to produce an estimated value of
Sy = 0. Since a2 NAPL saturation of zero is not only possible
but likely in many situations, this is an undesirable conse-
quence of our choice. Additionally, the variability of Y is con-
siderably greater than the variability of Sy/(1 — Sy) for low
values of Sy. It would be a straightforward matter to estimate
Sny/(1 — Sy) rather than Y, although negative estimates
would have to be modified in an appropriate fashion. Last,
taking into account the relationship between K and S would
improve the estimation algorithm but would require solution
of multiphase flow equations and significantly increase the
computational effort, as well as requiring knowledge of the
release history and the functional relationship between perme-
ability and NAPL saturation.
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Characterizing the spatial distribution of non-
aqueous phase contaminants using partitioning
tracers and the method of moments
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Abstract The design of cffective subsurface remediation strategies requires
knowledge of both the amount and spatial distribution of the contaminants
present. Inter-well partitioning tracers have been shown to be effective at
determining the mass of non-aqueous phase liquid (NAPL) comntaminants
present in porous media. However, to date the determination of the spatial
distribution of the NAPL mass within the flow domain has required
partitioning tracer characterization at multiple sampling locations. This paper
describes the use of partitioning tracers and the method of moments to
characterize the spatial distribution of NAPL in porous media using only one
sampling location. An analytical technique utilizing partitioning tracer
sccond temporal moments is described that accurately estimates the fraction
of the flow domain that contains NAPL.

INTRODUCTION

Inter-well partitioning tracers have been used at both the laboratory and field scales
to detect and quantify residual NAPL contaminants in the subsurface. Average
residual NAPL sawrations are calculated from measurcd tracer breakthrough curves
(BTCs) using the ratio of the nonpartitioning and partitioning tracer mcan arrival
times (i.¢. first temporal moments) as described by Jin er al. (1995). In this paper. a
methodology is presented for ascertaining information about the spatial distribution
of NAPL contaminants using second temporal moments. Laboratory experiments and
numerical simulations were conducted; however, in this lumited presentation we
describe only the method and present some simple simulation results.

METHOD

One-dimensional solute transport through porous media can be described by the
advection-dispersion equation (ADE). Valocehi (1985) described how the ADE
parameters can be determined from BTCs using the method of moments. where the
nth moment., m,,. is defined: .

M T j("('(,\‘.f)d! _ ' (1Y
For the ADE. Valocchi (1985) showed that the first two pulse-corrected. normalized
temporal moments. () andp’. of tracer BTCs measured at position L are defined:
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where R is the retardation factor. v is the pore-water velocity, and D is the
hydrodynamic dispersion coefficient.

Here we deseribe a two-dimensional domain, wherein a fraction of the domain. J.
18 contaminated with NAPL at sawration S, (Fig. 1), It is assumed that flow is one-
dimensional and thart the effect of the NAPL on media permeability is negligible. The

normalized moments. . of BTCs measured through the contaminated [raction. 1.

and the uncontaminated {raction. 1 - /. of the domain can be added 10 obtain the
moments of a BTC measured through the entire domain. For a BTC measured
through the entire domain. the first two normalized temporal moments. Uy, andus, .
can then be expressed:

;LR -8y AR X

W =H—— (-, = (3)
v ~ Loy 2

. IDLR [ LRU=S | ] - DL Lo i"'! 0 "

I, I: »" 1' "'.,"r','. v N 2 == ; \‘. - vy 2 : [2 )
| \1— s, ]

where R=1+ K S¢(1 S0 and K, is the racer NAPL-water partitioning
coefficient. Measuring the first two moments of BTCs from both a nonpartitioning
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Fig. 2 Simulated BTCs for nonpartitioning and partitioning tracers through the
domains described in Fig, 1. '

and a partitioning tracer will result in four equations. which can then be solved for
the four unknowns, v. D, fand §,. '

RESULTS

The BTCs presented in Fig. 2 were gencrated using the solution w the ADE
presented by Brenner (1962). The parameters used were selected to approximate
laboratory experiments conducted in a two-dimensional flow chamber that was
packed with various combinations of clean Ouawa sand and sand residually-saturated
with decane (pulse duration 7, = 23 min, Ky = 20. L = 62 cm, v = 0.37 ¢cm min’'.
D = 0.19 em” min). The BTCs of Fig. 2(a) and (b) were generated based on the
scenarios described in Fig. Ta) and (b). respectively. Using the four temporal
moments shown in Fig. 2(b). the values for the input parameters v. D, [and S, were
reproduced by solving the system of four equations described by expanding equations
(3) and () for both the nonpartitioning and partiioning tracers.
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Forthcoming publications will present results from the application of this

approach (o laberatory experimental data and o scenarios with more complex NAPL.
distributions,
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MOBILIZATION AND ENTRY OF DNAPL POOLS INTO FINER SAND MEDIA

BY COSOLVENTS: TWO-DIMENSIONAL CHAMBER STUDIES

Abstract

Two-dimensional chamber studies were conducted to determine qualitative and
quantitative performance of cosolvents targeted at pooled DNAPL (perchlorethylene,
PCE) residing above a finer capillary barrier. Downward mobilization of DNAPL, up
gradient along an overriding cosolvent front, was observed. This produced significant
pooling above a finer layer that in some cases lead to entry into the finer capillary barrier
beneath. Entry pressure calculations using physical and hydrogeological parameters
provided an excellent prediction of breakthrough of DNAPL into the capillary barrier.
Calculations predict approximately 0.5 meters of DNAPL would be necessary to enter a
Beit Netofa clay, under extreme cosolvent flooding conditions. Gradient injection of
cosolvent did not appear to provide any benefit because of the rapid rate if interfacial
tension decrease compared to the rate of DNAPL solubilization. Use of a partitioning
alcohol (tertiary butyl alcohol) resulted in DNAPL swelling and reduced entry into the

capillary barrier. However, the trapping of PCE-containing flushing phase could
potentially lead to longer remediation times.

Introduction

In-situ flushing remediation is currently a developing method for removing

source-zone contamination. Whether applying surfactants, alcohols, or oxidants as

injection fluids to accelerate the displacement, dissolution, or chemical transformation of
contaminants, control of contaminant movement is critical. Evaluation of contaminant
control is vital during the project planning and proposal stages. Proposals to site
managers are more likely to gain approval after sound recommendations and strategigs
for contaminant control have been outlined. The basis for these a priori strategies often

include theoretical chemical and hydrologic calculations or modeling, but the most



valuable input arises from field experience. Test cells constructed to study flushing
technologies, including one at Hill Air Force Base (AFB), Utah (Annable et al. 1996) and
one currently being studied at Dover AFB, Delaware provide excéllent opportunities
from which to draw conclusions and apply them to the “open-field” real remediation
situation. However, an important experimental method that lies between these two study
options in scale is the use of a 2-dimensional (2-D) chamber ér aquifer model to study
the movement and remediation processes of these flushing chemicals. A review of 2-D
laboratory experiments can be found in Chevalier and Peterson (1999). 2-D chambers
provide not only the horizontal dimension to simulate the hydrologic flushing process
involving injection and extraction wells, but the added vertical dimension. This vertical
dimension becomes important when studying non-aqueous phase liquids (N APLS) that
are much lighter or h_eavier than water or the flushing agent. In the case of dense non-
- aqueous phase liquids (DNAPLs), movement downward and out of the hydrologic |
controi of the remediation flow paths is undesired.

NAPL migration in subsurfaée envirdnméhts is affécted by the: (1) volume of the
NAPL released,; (2) area of infiltration; (3) time duration of the release; (4) properties of
the NAPL; (5) properties of the media; and subsurface flow conditions (Feenstra and
Cherry 1988). A cross-sectional schematic of the distribution of organic chemicals
resulting from a release of a DNAPL is depicted in Figure 1. DNAPLSs percolate through
the unsaturated (vadosé) zoné due to gravity effects leaving behiﬁd trapped DNAPL
globules and volatilized constituents in the gaseous phase. Some léteral spreading occurs
due to the effect of capillary forces (Schwille 1988) and due to slight media

heterogeneity in the vertical dimension (layering). If enough DNAPL is introduced to the




medium it can move through the saturated zone leaving behind trapped globules (residual
saturation). This entrapment process is due to interfacial tension (IFT) effects and thus
capillary forces. The residual DNAPL can solubilize into water moving through the
saturated zone forming a contaminant plume down gradient. Due to their low water
solubility, DNAPLs can serve as a long-term source of groundwater cohtamination.
Eventually, large DNAPL volumes can migrate downward to a region that has lowef
permeability than the zone in which it resides. At this point, it spreads horizontally on
top of this finer medium until mechanical equilibrium conditions are achieved. This
resulting zone of contamination consists of high saturations of DNAPL (approximately
50% of the pore volume), and is considered “pooled” on top of the finer, NAPL capillary
barrier.

The process leading to DNAPL pools has been described by McWhorter and
Kueper (1996). In a pool, the maximum cépillary pressure occurs at the base of a
DNAPL pool. ‘This pressure is directly proportional to both the pool thickness and the
déﬁsity difference between the DNAPL and aqﬁeous phaéle:s.‘ The .DNAPL accurﬁulates
above the capillary barrief since the capillary pressure due to the pool does not exceed
the displacement pressure of the capillary barrier. The requirements for entry of the
DNAPL into the less permeable capillary barrier is given by (McWhorter and Kueper

1996),

ApeT = p, ' (M

where Ap[ML?] is the density difference between the DNAPL and the fluid resident in

the smaller pores below, T'is the pool thickness [L], g is acceleration of gravity [LT?],




and p, is the displacement pressure of the capillary barrier [ML'T?]. Converting

pressures to head leads to the following equation,

ApT _ hrsldnapl ) | (2)
=hy .
p dnapl

where g, is the density of the DNAPL upon entering the capillary barrier and "% is
the displécement head of the capiﬂary barrier when DNAPL is displacing resident |
solution ﬂuid- filled pores. During cosolvent flushing, the resident Solution (rs) may
become cosolvent. This value, z,”*%', can be determined.following methods in

McWhorter and Kueper 1996,

atw Yrstdnapt €08 Hrsldnapl __ 1, rs/dnapl - (3
he norl — by €)
Varw COSO,

alw

where h2" is the air-water displacement head and is the contact angle of the fluid pair.

- Note that fhe ratio of contact angles is approximately unity (McWhoﬁer and Kueper
1996). This is thought to not contribute significantly to these estimations and is therefore
excluded frbm further anaiysis. However, as complexity is introduced by in-situ flooding
chemicals and thci’r associated chemical and physical properties, the movement of
contaminant becomes more difficult to predict and these factors may need to be
considered. |

Prediction of DNAPL mobilization into and through an underlying finer medium
is necessary before a specific flushing strategy is employed, or even proposed at a
rémediatipn site. Cosolvents, such as ethanol (C,H;OH), are used to increase the rate of
dissolution of the contaminant pool and associated residual»zones into the flushing

alcohol mixture (Augustijn et al., 1994). However, concurrent interfacial tension




reduction can become severe, especially at high alcohol volume fractions, allowing
DNAPL to mobilize out of pores it was previously entrapped in and enter smaller pores.
If the IFT and gravitational forces are severe enough, this may allow the DNAPL to entér
the smaller pores of the underlying layer (capillary barrier) upon which it originally was
pooled. Predictions of the maximum pool height required to prevent entry into a
capillary barrier, under specific flushing regimes would be beneficial. Thus, a systematic
approach of determining DNAPL entry into an underlying capillary barrier, using a 2-D
chamber setup with»known media sizes, is warranted. Basic force balance calculations
exist to quantitatively predict whether entry into smaller pores is possible. Visualization
| and thus verification of this is not possible in the field, so use of a 2-D chamber is
justified.
Numerous studies exist that use 2-D chambers and focus on flow instabilities
resulting from density and viscosity differences, especially in petroleum recovery
journals (e. g Morrow and Songkran 1981). Other studies on effects of heterogeneities
| and flow mstablhtles are Kueper and Frind (1988), Held and Illangasekare (1995), and
Illangasekare et al. (1995). Studies on dissolution of pooled DNAPLs was investigated
by Johnson and Pankow (1992). Grubb et al. (1996) investigated the removal of a light
NAPL (LNAPL), toluene, using a combined pure and 50/50 (vol. %) ethanol-water
flooding strategy. Downward mobilization of the LNAPL below the lighter overriding
flushing phase eventually resulted in trapped LNAPL. The use of the heavier 50/50
mixture subsequently removed this zone via’solubiliza'tion and physical displacement.
Pennell et al. (1996a) qualitatively studied the dissolution of PCE and the downward

movement of a DNAPL pool in sand and aquifer material while flushing with surfactant




solutions. They concluded that mobilization of DNAPLSs via surfactant flooding should
be avoided and dissolution of DNAPLSs should be the primary removal mechanism.

In summary, little research has been published on experiments to predict and
verify mathematical relationships describing DNAPL entry into finer media under
cosolvent flooding regimes. This was therefore the focus and objective of this study. In
addition, the effects of enhancements using gradient injection and swelling alcohols were

assessed.

Materials and Methods

A 2-dimensional (2-D) chamber, previously constructed by Jawitz et al. (1998a),
Was used for this study. The overall dimensions of this box are 61 cm in width, 39.4 cm
tall and 1.4 cm thick. The inlet and outlet wells were square aluminum tubes, with 0.05
mm slots spaced at 5 mm intervals. The bottom of the box was the same aluminum
tubing, without‘any‘ perforations. Together, this aluminum square tubing made up botfl
sides and the bvottom of the 2-D chamber. Clear glass, 0.5 cm thick, was used for the
sides of the chamber. The 1.4 cm thickness of the 2-D chamber was over 16 times the
largest grain size used in these studies. This thickness was chosen by Jawitz et al. to

minimize wall effects (1998a).

General 2-D Chamber Packing Procedure

Nanopure water, adjusted to pH 8, was added to the box and the box leak
checked. The .pH adjustment was necessary to minimize adsorption of the Brilliant Blue
FCF dye (Erioglaucine A, CAS 94082765, Fluka Chemical, Ronkonkoma, New York) to
sand used in these studies (Jawitz et al. 1998a). Flury and Fluhler (1995) found that as

pH increases Brilliant Blue FCF dissociates to a mono- and eventually to a bivalent anion




(pK,, = 5.83 and pK,, = 6.58). This pH adjustment ensured that the dye would be in the
bivalent anionic form, which minimized adsorption to the saﬁd used. Brilliant Blue FCF
has low adsorption (K, of 0.19 dm*/kg) in soil with low organic carbon content (0.43%)
and a soil pH of 5.8 (Flury and Fluhler 1995). Similar to the Jawitz et al. (1998a) study
and the study of Schincariol and Schwartz (1990), dye traveling only in the first few
grain diameters against the glass would appear lighter in dye color than the bulk froﬁt.
Thus, movement of the dye through the 2-D chamber can be assumed to be entirely due
to bulk flow.

Number 20-30 Ottawa Sand (U.S. Silica) was used as the background media into
which a single, 1-cm thick, layer of other sand was introduced. This media was sieved
and used with no further treatment. The coefficient of uniformity is estimated to be 1.2
and the manufacturer reported the roundness and sphericity coefficients of 0.8-0.9 for
this sand (Grubb et al. 1996). The sand can therefore be classified as rounded-
subrounded. This sand was added to the box underwater in a layered fashion (each layer
abproxirhatelyxi cm thiic-:k), with vibfatioﬁ appliéd bat the eﬁd of each- iéﬁ/er addition. The
subsequent layer was then added and mixed with the upper portions of the previous layer
using a rod to minimize layered effec‘ts. This was continued to a depth of 3.3 cm from
the bottom of the box. Then a 1 cm thick lens of finer media (this media size varied) was
added. Application of this finer media within 5 cm of either well screen was avoided due
to possible grain loss through the well screen, especially for the finer media. Upon
vibration, this settled and spread to a distance of approximately 3 cm from either well.
Again, the background 20-30 medium was added in layers, vibrated, and mixed up to a

total depth of 11 em. This packing procedure was repeated for each scenario to provide




as much hydraulic and media consistency possible. This packing method resulted in a
pore vplume of 325-330 ml, and a porosity of 0.35. These figures were constant over all
packing combinatioﬁs as the capillary barrier contributes little to the total 2-D chamber
parameters. |

The sand sizes used for the 1-cm thick sand lenses (Sieve nos. 100-140; 60-70;
40-50; and 30-40) were further characterized to determine fluid displacement pressures
needed to predict DNAPL mobilization through capillary barriers. Air-water
displacement pressures for the sand media were determined using Tempe Cell (Soil
Moisture Equipment Corp., Santa Barbara, California) desaturation profiles. The
desaturation data were fitted with both Brooks and Corey (1964) and van Genuchten
(1980) parameters'. Curve fitting was accomplished by minimization of the sum of

squares of the differences between the data and the fitted prediction. Spreadsheet solver

~ ‘macros were use to iterate and arrive at a minimized error. The parameters resulting

from these curve ﬁts are presented in Table 1 alovng with media particle size ranges.
Dye Tracer Disp' lacement

To determine the hydrodynaﬁic characteristics of the 2-D flow system, and to
qualitatively visualize the baseline flow pattefns, 30-50 ml of the Brilliant Blue FCF
dyed water (approximately 50 mg/L) was injected into a colorless, water-resident

medium at a flow rate of 3.5 ml/min (5.0 ml/min for Runs I and II). This was

_ subsequently flushed through the box with colorless water under controlled hydraulic

conditions, similar to those used during actual flushing runs. This concentration of dye
results in a density increase of 0.005% (Jawitz et al. 1998a). A flow rate of 3.5 ml/min

equates to a horizontal flow velocity of 9.7 m/day (13.9 m/day for Runs I and II). Forall




experiments, the profile of the dye front was traced at approximately 5 minute intervals,
as the front moved across the flow chamber. As in Jawitz et al. (1998a), the mixing zone
at the interface between the colorless resident fluid and the dyed displacing fluid was
generally less than 1 cm wide. In situations when the mixing zone had a width of more
than 1 cm, the location of the front was concluded to be at the center of the visible
mixing zone. This tracer displacement process was accomplished to determine

background flow profiles to qualitatively compare them to profiles with DNAPL pools

present.

DNAPL Introduction

HPLC grade PCE (CAS 127-18-4), colored red with Oil-red-O dye (< 1x10*M,
CAS 1320-06-5) was injected into the sand media approximately 1 cm above the fine
layer, using a 16 gauge long stainless steel needle, attached to a 20 ml glass syringe.
Effects of the dye on important physical characteristics of DNAPLs are not significant at
this level of concentration (Pennell et al., 1996b). The rate of injection yaried due to
difficulties with PCE traveling back up the needle to the sand surface. This was
minimized by vibration of the media around the needle after insertion. However, DNAPL
zone shapes and saturations were reproduced in a visually consistent manner via this
method. Generally, 2.7 to 3.5 ml of PCE were injected and remained in the media. A

typical box configuration prior to flooding is shown in Figure 2.
Hydraulic Controls During 2-D chamber Experiments

The influent was maintained at constant head with a Marriott bottle, with the head
adjusted to maintain the water table right at the top surface of the sand media. The

effluent flow was maintained by a Master Flex pump at 3.5-5.0 ml/min. The flow rate
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was chosen to avoid air intake in the extraction tube and a minimum of 5 cm of water in
the well. The influent line was split by a nylon T-valve to allow for easy switching of
injection fluids.

At least one pore volume of backgrouﬁd Qater was passed through the media to
achieve steady flow. 30 to 50 ml of dyed flushing phase was then injected with a
Harvard 22 syringe pump at a flow rate equal to the effluent rate. This was done to
provide visual detection of flushing front and override characteristics. Flow was then
switched over to non-dyed flushing fluid. The alcohol used as the cosolvent in all
flooding studies was reagent grade alcohol (Fisher Scientific; 90.4 vol. % ethanol, 4.6%
methanol, 5.0% isopropanol). The reagent grade alcohol was assumed to have the same
properties as pure ethanol (Grubb et al. 1996). Isopropanol and methanol should have
minor and éompensating effects on mixture equilibria (Sorenson and Arlt 1980). Tertiary
~ butyl alcohol (TBA) was obtained from Fisher Scientific (chromatography grade, 99%).
An initial solution of 95/5 vol % TBA/water was made to avoid freezing of the stock
soiution at fluctuating storage temﬁerafures. Subsequént solvutions- ﬁsed in the study were

made by appropriate volumetric mixing with Nanopure water.

Results and Discussion
Three types of studies were conducted. Step inputs of reagent alcohol (causes
essentially no éwelling of the PCE), gradient input of reagent alcohol, and step inputs of
tertiary butyl alcohol (TBA), a PCE swelling alcohol. All experiments were conducted at

a room temperature of 23 + 1°C. Between each run that used the same 2-D chamber

packing, at least five pore volumes of water wére flushed to remove all quantities of
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alcohol from the sand media. Run summaries are presented in Table 2 and discussed

sequentially below.

agent hol Experimental 1
100-140 Fine Layer

Step input of 100% alco.hol. Flushing with 100% reagent alcohol was conducted
to provide a worst-case mobilization scenario in terms of this media combination. The
DNAPL volume injected was 2.7 ml (similar distribution as shown in Figure 2). At
roughly one-third of a pore volume, ddwnward migration of the up gradient portions of
the DNAPL zone was noticeable, as IFT’s were reduced and mobilization of high
saturations was possible. Solubilization diminished the size of the DNAPL éone and
light red ‘streams’ developed down gradient. This reddish color was due to slight
partitioning of the Oil-red-O dye into the ﬁushing phase. Partitioning of the dye was
enhanced Iiicely due to the high amount of PCE solubilized into the alcohol (>200,000
mg/l). This “banding of dye” has also been seen in one-dimensional sand columns using
both alcohols and surfactants (Van Valkenburg, 1999, Pennell et al., 1996b) and
generally occurs when 80 to 85% alcohol is used as the flushing phase. Due to
dispersion, these percentages can occur ahead of the 100% alcohol front.

By 0.62 PV into the flush, further migration of DNAPL formed a distinct pool on
top of the finer 100-140 layer ranging from 0.4 to 0.5 cm in thickness (Fig. 3, schematic
of DNAPL collapse into a pool)). This thin pool was most prevalent ahead of the

original DNAPL area and then spread down gradient as a function of time. As the PCE-
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alcohol IFT was decreasing, DNAPL from up gradient portions of the initial pool (above
residual saturations) mobilized quickly in the coarse medium,. in a direction along the
sloping alcohol front and eventually into the capillary barrier. This was noticed as early
as 0.5 PV into the run. The sloped nature of the cosolvent front ngs a result of the
alcohol/Water density difference and the reduction in relative permeability that occurs
when the DNAPL accumulates at higher saturations along lower portions of the sloping
- front. The mobilization occurred ina Vefy thin stream, most likely due td the very sharp
interface between the displacing alcohol and the resident water, which is 6n tﬁe order of
tenths bf centimeters (Grubb et al. 1996). Similar observations have been made by others
(Grubb et al. 1996; Pennell et al. 1996b) where DNAPL flows downward due to the.
“higher density, pfeferentially through regions with reduced IFT and thus can flow back
against hydraulic gradiénts. Further breakthrough of PCE into the capillary barrier
occurred 36-38 cm from the injection well at 0.77 PV. This occurred when the alcohol
front had sufficiently moved into the capillary barrier underneath the PCE, allowing entry
binto the ﬁner pores, and bultimately thfoﬁgh the finer 1a$ler.- o

Step input of 80% alcohol. To decrease the solubilization capacity of the
flushing phase and still have low IFTs that could potentially cause mobilization, 80%
reagent alcohol was used for the Nos. 1007140 capillary barrier. Here, 3.2 mlb of PCE
| was injected as described in procedures above. No éntry of DNAPL into the capillary
barfier was observed during this entire run. Very clear progression of pool collapse |
occurred evéntually resulting in an extended pool thickness of 0.2 to 0.4 mm. The
spreading of the pool occurred only down gradient of the injection zone. No up gradient

spreading of the DNAPL was observed.
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60-70 Fine Layer

Step input of 80% alcohol. Based on the lack of entry into the 100-140 layer
using an 80% alcohol step input, the next scenario chosén was to flood using the same
flushing fluid, but decrease the contrast between the bulk and capillary barriers from Nos.
20-30 vs. 100-140 to Nos. 20-30 vs. 60-70 mixture. 4.5 ml of PCE was injected for this
run. Collapse of the pool occurred with up gradient mobilization on top of the finer 60-
70 layer (Fig. 4). The pool spread approximately 6 cm toward the injection well and 25
cm down gradient from the injection zone, eventually draining off the edge and flowing
vertically downward due to density differences. This occurred only in this scenario; most
likely due to the increased amount of PCE injected (4.5 ml). However, no entfy of free

phase DNAPL was observed into the capillary barrier (Fig.4).
40-50 Fine Layer

Background dye displacement after DNAPL injection. Due to the lower
contrast between the background and capillary barrier media (now 20-30 vs. 40-50), a
dye displacement was conducted to understand the flow characteristics of the 2-D
chamber. A total of 3.3 ml of PCE was injected for this run. Significant flow of the
displacing dye was observed underneath the DNAPL pool, within the capillary barrier,
which was not observed in previous runs. The permeability of the aqueous phase in the
40-50 layer was likely greater than the aqueous phase permeability of the DNAPL
saturated zone. This caused significant flow of dye through the capillary barrier,
underneath the DNAPL pool, instead of solely override as observed in previous

scenarios, with finer, less permeable media. Fronts in the capillary barrier lagged the

front in the 20-30 media only by 0.1 PV.
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Step input of 80% alcohol. The DNAPL pool was then removed using a step-
input of 80% reagent alcohol. Collapsing of the DNAPL .pool occurred causing the PCE
pool to. move approximately 4.2 cm up gradient. The pool also migratéd atotal of 17.5
cm down gradient. No entry of a separate phase occurred into the capillary barrier,
although, based on the présence of dye, solubilized PCE did breakthrough into the
capillary barrief and into the coarse layer below. However, no free phase PCE was
generated below the capillary barrier.

30-40 Fine Laver

Step input of 80% alcohol. Entry of PCE into the 30-40 fine layer occurred in
three different locations. Two up gradient (1.8 cm and 6.5 cm) from the injection zone
and one down gradient (6.4 cm) (see schematic in Fig. 5 and photo in Fig. 6). This
movement through the capilléry barrier, based on visual observations, was completely
different from the solubilized movement discussed in the previous runs. This true
mobilization of DNAPL as a separate phase occurred at one or two pores locations and
~ migrated downward due to density differences.

Step input of 70% alcohol. Similar to the 80% alcohol run, PCE entry occurred
in three different locations. Ho§vever, only one was up gradient (3.3 cm) from the
injection zone and two down gradient (7.4 cm and 10.9 cm). DNAPL mobilization was
very similar to that of Run 7. One area of breakthrough into the capillary barrier matched
exactly with one from the previous run, indicating the possibility of one preferential
channel at that location for this packing.

"Multi-Step input" of 50% to 60% alcohol. As the injection alcohol

concentration decreases, the solubilizing capacity decreases, and longer times are
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required to remove the DNAPL. However, initial up gradient mobilization of DNAPL in
the coarser layer, from the up gradient side of the injected pool, occurred approximately
at the same run times, during both the 80% or 50% alcohol step input. This indicates that
the impact of IFT reduction is manifested earlier than the reduction in saturation due to
solubilization. However, once immobilized on top of the capillary barrier, the IFT
reduction is not severe enough within the smaller pores, and thus the capillary pressure
within these pores is too great for the DNAPL to enter. Similar to previous runs, the
lateral spreading of the PCE resulted in a DNAPL layer of 0.4 to 0.5 cm in thickness. No
entry into the 30-40 fine layer occurred during this run. After 1 PV of 50% alcohol the
flushing concentration was step increased to 60% and flushed for another pore volume.
This was done to determine if this slowly solubilizing DNAPL pool could enter the

- capillary barrier. This flushing was continued until this injected fluid saturated the
capillary barrier and thus a similar prediction of DNAPL entry could be estimated. Entry
did not occur for this mixture. This additional pore volume of 60% alcohol reduced
DNAPL saturation further due to slow solubilization. A final step increase to 80%
alcohol was made to determine if the reduced saturation and thickness of DNAPL on top
of the capillary barrier could be mobilized with the ne§v 80% alcohol flushing mixture.
No mobilization was seen during this step increase as well. However, due to a log-linear
increase ih solubilization of the leading edge of the collapsed DNAPL pool, it is likley

that physical parameters of the fluids at the capillary barrier interface never approached

those which might have caused mobilization.
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Gradient Injection (10-90%) of Alcohol

In an effort to assess the potential to reduce mobilization and entry into the
capillary barrier, a gradient alcohol injection test was conducted. Ih this experiment, a
DNAPL volume of 3.1 ml was injected into the background 20-30 medium, r¢sting ona
60-70 medium. A gradient injection from 10% -90% (v/v) alcohol was applied over 1
PV into the 2-D chamber, using a Shimadzu HPLC pump with a solvent mixer. During
the gradient injection, a Brilliant Blue dyed solution was added at 58% alcohol and
discontinued at 75% alcohol in order to observed the front progressions. Thus, a blue
band of alcohol phase represented a concentration range from 58 to 75% alcohol.

Typical collapsing of the DNAPL zone was observed, withb the most significant
movement occurring under an alcohol concentration of approximately 50% by volume.
Again, horizontal spreading was observed up gradient, as well as down gradient, from the
injection zone as shown in Figure 7. Light red bands of PCE-containing alcohol entered
into the finer media, moved through the layer and then exited into the coarser medium
below where, due to density induced override, lower alcohol concent;ations were present.
‘This resulted in PCE coming out of the flushing phase and reestablishment of a separate
DNAPL phase (see Fig. 7). This suggests that remedial designs which completely flood
underneath the contaminanf zone and supporting capillary barrier with 100% alcohol may
be beneficial. Pre- established presence of pure alcohol would severely minimize this
regeneration of a new DNAPL phase. This may be accomplished in the field using
vertical circulation wells for alcohol delivery.
An observation from the gradient flood was that interfacial tension quickly

- decreased during gradient injection, yet the ability of the cosolvent to solubilize PCE was
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not keeping pace with the decreasing IFT. In the case of a step input, although IFTs are
very rapidly reduced, the capacity of the pure alcohol solution to solubilize PCE
overwhelms the IFT reduction. Essentially, the DNAPL saturation reduction is faster due

to solubilization and quick enough to prevent mobilization.

I'wo-Dimensional Studies with Tertiary Butyl Alcohol

TBA was chosen to evaluate its effects on DNAPL solubilization, mobilization,
and breakthrough behavior in the 2-D environment used earlier. TBA partitions
significantly into the PCE causing the DNAPL to swell, thereby reducing its density.
'fhis process can influence potential mobilization and entry into the capillary barrier.
Thé experimental setup, flow rates and head gradients were kept similar to those
described above for the reagent alcohol studies.

Step input of 30% TBA: 30-40 capillary barrier. Dyed PCE (3.3 ml) was
injected on top of the finer 30-40 layer. A step input of 30% v/v of TBA (equilibrated
IFT with PCE of approximately 5.2 dynes/cm, compared to 4.5 dynes/cm for 60% v/v
ethanol) was applied to the chamber, removeci ata ﬂdw rate of 3.5 ml/min, with the
influent head maintained at the top surface of the sand medium. Entry of DNAPL into
the capillary barrier occurred at 0.47 PV as three fingers slowly progressed into the
capillary barrier. Progression of DNAPL through the capillary barrier was noticeably
different than that observed in the ethanol experiments. Movement of the DNAPL
fingers was slower in the downward direction and more lateral spreading occurred, most
likely due to the lower density of the DNAPL (approximate equilibrated density pf 1.53

g/ml) caused by the partitioning of the TBA cosolvent into the PCE phase. Similar
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lateral spreading of free phase DNAPL was observed in the background 20-30 layer, both
behind (up gradient) and in front (down gradiént) of the original PCE pool.

The volume of the PCE in the DNAPL pool after contact with the TBA solution
occupied a larger volume than in previous reagent alcohol runs. Even at larger runs
times when significant solubilization had occurred, the pool volume remained larger than

~expected or observed in the reagent alcohol experiments. This was again due to the
swelling of the PCE from the partitioning of the TBA (approximately 15% swelling
basedA on equilibrium studies: see Van Valkenburg, 1999).

Step input of 40% TBA: 100-140 capillary barrier. The 2-D chamber was
repacked with Nos. 100-140 sand. This was chosen as the capillary barrier to avoid entry
into this ﬁncr layer. An increase iﬁ volume fraction of TBA was applied to determine
swelling effects of a higher percentage of TBA while maintaining all of the DNAPL

“above the capillary barrier. This scenario would more closely represent those
experienced in horizontal flooding field situations, where even a more impermeable clay »
layer is supporting a pooied DNAPL.

A volume of 3.2 ml of dyed PCE was injected onto the 100-140 capillary barrier.
The step input of 40% TBA was applied as previouély described. Significant differences
were observed in pool properties, compared to the 30% TBA run. No entry of DNAPL
into the capillary barrier was observed during this run. All DNAPL remgined above the
capillary barrier as desired. Down-gradient movement of DNAPL was observed that was
different from the reagent alcohol runs. This movément of DNAPL had more of a -
horizontal characteristic, due to a lower density contrast, compafed to the reagent alcohol

studies. The pool appeared to mobilize with a large horizontal component until the
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density contrast was great enough to begin downward movement. This was apparently
due to the transition from water-diluted pores below the DNAPL to alcohol saturated
pores that increase the density contrast and promote downward mobilization. In the
process of this “two-step” mobilization of DNAPL, quantities of injected cosolvent
became trapped and isolated on top of the capillary barrier (see Figure 8). These pores
required a significant amount of time to flush due to the low relative permeability to the
wetting phase around these areas. This can possibly lead to long tailing of PCE
concentrations during the removal process. |

The swellingl of the DNAPL pool was definitely observable compared to reagent
alcohol experiments (Fig. 10 vs. Fig 3). Batch studies with 10 ml of 40% TBA/H,0 and
10 ml of PCE resulted in an equilibrated DNAPL yolume of 13.5 ml, indicatihg a
swelling of approximately 35% (Van Valkenburg, 1999). Thus, the 3.2 ml originally

injected could potentially swell to a volume of 4.3 ml. The volume shown in Figure 10 is

difficult to estimate due to the variability of DNAPL saturation. However, a rough

estimation of the entire bulk volume of the pool is 24 cm?®, which using a porosity of

0.35, leads to a pore volume of 8.4 cm®. Assuming 50% DNAPL saturation would result

in a final estimated DNAPL volume of 4.2 ml.

rediction of ilization into Capillary barrier:
To evaluate results and determine if the qualitative nature observed in this set of
experiments matched what could be estimated based on porous media and fluid
properties used in each scenario, calculations based on air-water displacement pressures

for each media used were made. DNAPL entry values were calculated for each scenario

20




based on the ratio of IFT of the fluids and the IFT between air and water measured with a
du Nuoy ring tensiometer (72.1 dynes/cm). This then incorporates pore size iﬁto the
calculation based on this entry value. Entry of DNAPL into the finer media can only
occur if the pressure head caused by the.height of the DNAPL pool can overcome the
capiilary head of the pore below 1t in the capillary barrier. This calculation assumes that
fluids have reached eqﬁilibrated values in the 2-D chamber at the time of possible entry
and ignores pressures caused by fluid flow. Although these parameters 'ma’y approximate
iﬁ situ 2-D chamber values, differences would be slight and not significant to these
predictions. For comparati\}e purposes, the results of these calculations are' shown in
Table 3.

Except for runs. V and X, all calculations accurately predict whether mobilization
into the capillary barrier occurred. However, runs V and X cosolvent/DNAPL entry
pressures into the finer medium (#/“%' =0.38 cm and A$' % -=0.91cm) are well

within reasonéble errors associated with estimating DNAPL depth (h""""") alone. DNAPL
pool depths were estimated visually and weré clear in the 20-36 s;and but rriay-Be very
difﬁcult to observe in more complex soils. These results indicate fhat breakthrough of
PCE/DNAPL is a function of the medium displacement pressure and the solution that
resides in the pores into which the DNAPL can enter, confirming the relationship
presented in McWhorter and Kueper (1996). Thus, it is critical to defermine the
displacement pressure of the medium and the height of DNAPL expected to pool. From
the results preseﬁted. a guidcline to avoid entry of a PC‘E-ethanol cquilibrated DNAPL
into finer layers is a predicted i, cbxcecding a value 01‘0.4' to 0.5 cm. For reference,

data taken from van Genuchten (1980) for a Beit Netofa clay is used to calculate a
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corresponding entry pressure under typical cosolvent flushing conditions to remove a

DNAPL like PCE. Assuming conditions comparable to experiment number one with

100% reagent grade alcohol (Table 2), approximately 0.5 meters of DNAPL would be
required to enter the Beit Netofa clay. While this calculation greatly simplifies the

process, it provides a measure of conditions expected for clays.

Conclusions

Removal of pooled DNAPL (PCE) on top of finer, less permeable layers during
2-dimensional chamber cosolvent floods, presents interesting qualitative conclusions.
These can be supported semi-quantitati?ely with pore force-balance calculations.

Pooled DNAPL will spread laterally along a capillary barrier under reduced IFT
conditions, and if local saturations are high enough, can mobilize downward and up
gradient along overriding cosolvent fronts. This can cause significant build up of
DNAPL on the lower confining layer, up gradient from a pooled DNAPL system. This
allows increased exposure to lower IFT cosol\}ent solutions that may permeate into the
capillary barrier. Entry into capillary barriers can occur. In general, the most significant
production of DNAPL through any fine layer in these studies was actually up gradient
from the source zone. In this region, cosolvent had displaced water in the capillary
barrier reducing the IFT promoting mobilization.

Gradient injection to remove DNAPLSs does not appear to provide significant
benefit over stép inputs. Override characteristics are not improved significantly.
Furthermore, in these experiments, interfacial tension between injected fluid and DNAPL
decreases almost instantaneously compared to temoval of DNAPL due to solubilization.

Movement of DNAPL down onto the capillary barrier occurs well before significant
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reduction of séturations due to solﬁbilization. Here, solubilization of DNAPL becomes
even less efficient due to sigﬁ_iﬁcantly reduced confact area.

Use of the partitioning alcohol (TBA) in the 2-D setup presented interesting
qualitative observations. Significant swelling of the PCE resulted, especially for the
40%v/v TBA cosolvent step-input. This swelling of the DNAPL is caused by TBA
partitioning and subsequently delays any downward mobilization due to resulting density
decreases. This helps to avoid breakthrough of DNAPL into ﬁne_r zones, but can also
lead to the PCE enriched cosolvent becoming trapped on top of capillafy barriers. This
effect is due to the decreasing density of the flushing fluid after the initial front. At that
tjme, the DNAPL phase becomes denser and quick movement downward occurs,
trapping PCE enriched cosolvent behind it. Due to reduced permeability and therefore
~ flushing efficiency, this volume 6f cosolvent can lead to increased tailing of contaminant
femoval and increase rerﬁediation times. Further study into its avoidance is warréﬁted.

Entry pressure calcﬁlations using the physical and hydrogeologic parameters of
the bhefniééi phases and media; réépéctiyely; predicfed breakthrbugh of PCE into tﬁe'
finer media in excellent fashion. Breakthrough of PCE under typical ethanol flooding

conditions (80% v/v) can generally be assumed to occur in homogeneous sand media

when A5/#%' < 0.5 cm. Basic calculations for a Beit Netofa clay estimated that

approximately a half a meter worth of equilibrated PCE-type DNAPL would have to

accumulate before entry into the clay pores under extreme cosolvent flooding conditions.
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List of Figures

Figure 1. General diagram of the subsurface contamination due to a DNAPL from an
industrial source.

Figure 2. Typical 2-D chamber setup after injection of PCE, prior to any flushing. The
white “+” indicates-the point of PCE injection.

Figure 3. Schematic showing the experiment progression due to a step input of 100%
alcohol - Nos. 100-140 finer layer. Diagonal dye front progression lines are shown along
with initial distribution, and subsequent movement of the DNAPL. Note band of

DNAPL progressing through the capillary barrier entry and later movement downward
due to both density and hydraulic effects.

Figure 4. Schematic showing the experiment progression due to a step input of 80%
alcohol - Nos. 60-70 finer layer. Diagonal dye front progression lines are shown along
with initial distribution, and subsequent movement of the DNAPL.

Figure 5. Schematic showing the experiment progression due to a step input of 80%
alcohol - Nos. 30-40 finer layer. Diagonal dye front progression lines are shown along
with initial distribution, and subsequent movement of the DNAPL. Two distinct
locations of DNAPL entry appeared up gradient and one down gradient.

Figure 6. Entry of DNAPL into the capillary barrier due to a step input of 80% alcohol -
Nos. 30-40 finer layer. The white “+” indicates the point of original injection. At a later
time, another entry occurred slightly down gradient from this location.

Figure 7. Gradient run with Nos. 60-70 media as the capillary barrier. Entry of highly
concentrated PCE containing cosolvent phase into the barrier is shown, with reemergence
into the coarser layer below, and reestablishment of separate DNAPL phase due to
lowering of alcohol concentrations from dilution. '

Figure 8. Down gradient mobilization of the PCE pool by a 40% v/v TBA cosolvent
mixture (1 PV). Zones of trapped flushing phase developed on top of the capillary barrier

(Nos. 100-140), resulting in less efficient sweeping of the DNAPL and longer removal
times.

Figure 9. PCE and TBA elution profiles from 2D chamber after a step input of 40% v/v
TBA/H,0. TBA profile data are shown as GC peak areas for reference.

Figure 10. Schematic showing the experiment progression due to a step input of 40% t-
butyl alcohol - Nos. 100-140 finer layer. Diagonal dye front progression lines are shown
along with initial distribution, and subsequent movement of the DNAPL. DNAPL pool
spread laterally down gradient, with noticeably increased thickness in the vertical
dimension as compared to reagent alcohol runs.
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Figure 1. General diagram of the subsurface contamination due to 2 DNAPL from an
industrial source.




Figure 2. Typical 2-D chamber setup after injection of PCE, prior to any flushing. The white
“+” indicates the point of PCE injection.
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Figure 6. Entry of DNAPL into the capillary barrier due to a step input of 80% alcohol
- Nos. 30-40 finer layer. The white “+” indicates the point of original injection. At a later
time, another entry occurred slightly down gradient from this location.
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Figure 7. Gradient run with Nos. 60-70 media as the capillary barrier. Entry of highly concentrated

PCE containing cosolvent phase into the barrier is shown, with reemergence into the coarser layer
below, and reestablishment of separate DNAPL phase due to lowering of alcohol concentrations from

dilution.




Figure 8. Down gradient mobilization of the PCE pool by a 40% v/v TBA cosolvent mixture
(1 PV). Zones of trapped flushing phase developed on top of the capillary barrier (Nos. 100-140),
resulting in less efficient sweeping of the DNAPL and longer removal times.
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Figure 9. PCE and TBA elution profiles from 2D chamber after a step input of 40% v/v
TBA/H,0. TBA profile data are shown as GC peak areas for reference.
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